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REACI’IVE MULTIPHASE FLOW SIMULATION WORKSHOP
SUMMARY

A workshop on romputer simulation of reactive multiphase flow was held on May 18
and 19, 1995 in the Computational Testbed for Industry at Lm Alamos National
Laboratory (LANL), Lm A.lames New Mexico. Approximately 35 to 40 people
attended the workshop. This included 21 participants born 12 companies repm=~g

the petroleum chemical, environmental and consumer products industries, two
representatiws fiwm the DOE 013ce of Industrial Technologies and several from Los
A.Iamos. The wmpanies represented at the workshop were:

“ Alma
“ Ammo
● Chevron
● Dow
“ Dow coming
● DuPont
● Emcon
● Molten Metals Technology
● Procter& Gamble
● shell
● Texaca
“ Universal Oil Products

The presentation topics were:

●

●

●

●

●

●

●

●

●

●

●

●

Introduction - Brian Vand~Heyden - LANL

Introductory Simulation Movies - Bucky Ktdiwa - LANL
Prototype Multiph.ase Flow Problems - Paul M~xz - Chevron Research
Review of CFDLH%’CurrentTheory - Bucky Kmhiwa - LANL

Air-Agitated Alumina Crystallizer - Phil Hsieh - Alcoa
Heat Transfer Mechanisms in Ebullated Bed Reackws - Farshad Bavtian - Texaco

Review of C~L~/(%7ent Theory - Brian VanderHeyden - LAM-

Simulation cf (k Jets in Molten Metal Baths - Jon Wolfe - Molten Metal
Technology

Review of CFDLI13brrent Theory - Nely Padial - LANL

Mukiphase Flow at Procter & Gamble - Joseph K.itching, John McKibben - Procter
& Gamble

Multipha.se Flow at Exxon - Bill Heard - i xxon

ILIVA Combustion Simulation - Dan Butler - LANL



Tehn-idclPagosa Codes (Imerh.c-eTracking, Object Oriented Programming) - Doug
Kotbe - LANL
Review of CFDLIB/Current Theory - Bucky K.ashiwa - 1.ANL

Multipha.se Reynolds Stress Transport Modeling - Brian VanderHeyden - LANL
Spectral Models, Symmetq and Engineering Turbulence Closures - Tim Clark -
LANL

Applications of Group Thmry to Turbulence Modeling - Brian Volintine - DOE OIT

Potential Mechanisms for 7ol.laboratiodOil and Gas Partnership - Bob Hanold -
L/KNL

Review of 1st Industrial Energy Eficiency Symposium and Expo - Ed Joyce - LANL
Center for Materials Process Modeling - Richard Lcsar - LkNL

A View horn Washington - Dan Wiley - DOE OIT
Tank Flow Simulation - Bert Harvey - Dow Chemical
Some Thoughts on a Potential CFD Consortium - Tyler Thompson - Dow Chemical

Btiqom & Discussion on C,m.sordum or Center of’Excellence - Brian
VanderI;eyden - LA.NL

The dialog at tbe meeting suggested that reactive rrmltiphase flow simulation represents an
excellent candidate for govemmentiindusbykakmia collaborative research. A white
paper on a potential consortium for reactive muhiphase flow with input horn workshop
participants will be issued separately.

The following is a brief summary of the presentations and discussion at the workshop.
The items are summarized in the order of theti appearance. The agenda for the workshop
is amhed as Attachment 1.
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Introduction - Brian VanderHeyde~ LANL (Attachment 2)

Introductory remarks provided an ovew-iew of the Los Alarnos National Laborato~
Tactical Plan, the Dual-Use concept, the stmcture of the laboratory, the past and current
efforts of the Theoretical Division Fluid Dynamics Group (T-3), cument defense related
applications of the T-3 CFDLIB multiphase flow simulation flow code library, the
workshop purpose and the expected products of the workshop. The purpose of the
workshop was to stm a dialog between Los Alamos and industry to try to find commoa
needs and complimentary capabilities that could form the basis for the initiation of a
coordinated effort ca sukantially increasing the state-of-the-art of muhiphase
computational fluid dynamics. Such an effofi should benefit both private industry and
the US defense complex. If successful, such an effort would involve not only Los
A!amos and ~ti-;ate industial partners bat also other government laboratories and
pfiws horn acadetia.

I.ntrcductory Simulation Mov% - Bucky Kashiw% LANL

Three computer simulation movies were shown to provide a picture of the ctnent
capabilities of the CFDLKBcodes and the activities of the CFDLIB group.

First, a smmlation movie of 3-phase flow and vaporization iz an venkal riser was shown.
The flow configuration can be seen in F’gure 1. Gas and granular solids are introduced in
the bottom of the riser. A relatively cool liquid is introduced a few diameters up the riser.
As the cool liquid contacts tie wanner granular solids the liquid flashes to vapor and
propels the mixture up and out the riser. This simulation demonstrates the capability of
CFDLKEto handle flows with violent phase change.
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Figure 1- Velocity vectors and volume fraction fields in a l-phase riser Ilow

Second, a rno-tie of a 4-phase simulation of a bath smelter operation. The bath smelter is
a proposed alternative to cument steel xuufacturing methods. The flow cordigu.ration is
shown in Figure 2.





The 4 phases in the calculation are molten steel, gas (sepamte air and nitrogen streams),
slag and chunks of coal. The cxygen is injected into the batb smelter at supersonic
speeds. The calculation showed the motion and segregation of the separate phases and
also Imcked the progress of the iron ore reduction. This calculation highlighted several of
the capabilities of CFDLIB including simultaneous tre.a~ent of 4 phases, cmn.pressible
fhw and tlnite-rate ckmistry.

Tlu.rd a movie of the simulation of the osdlato~ expansion ana contraction of a bubble
formed from the gaseous products of an undemater detonation. Figure 3 shows a
comparison of the computed and experimentally measured bubble radius as a function of
time afkr the detonation. lh.i.s calculation highlighted the ability of tie code to handle

high speed compressible mtdtiphase flows.

25

20

s

Figure 3- Bubble Radius vs. Time. Maximum bubble radius vs. time is show. compared
to the data of Boyce (1990). The tiroing and amplitude show very good agreement.

Prototype Multiphase Flaw Problems - Paul hk~ Chevron Research and
Technology Company

A discussion on single- and multiphase flow computational fluid dynamics experiences at
Chevron Research was presented. The central point of the talk was that available
comrmmcial soflware for single phase flow problems is reasonably mature horn tie
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standpoint of the needs of Chewon, On the o*dwrhand, a great deal more uncertainty is
associated with available multiphase flow codes and tht :efore more research is needed in
this area.

Paul first reported on a successful application of single phase flow (gas) in a packed-bed
radial-flow reactor. A commercial computational fluid _cs package was used to
analyze the flow disuibution in several commercial reactors. Flow maldistributions,
zones of counterflow and regions of high velocity were discovered in the flow
simulations. Based on simulation wox modifications were recommended and employed
resulti~g in improved performance of the commercial reactors. Due in part to this success

story, Chevron management is becoming more supportive of this sort of work and the
technology is being gradually fielded into engine.ai.ng use.

Paul then discussed a multiphase flow pr~~totypeproblem that Chevron has used to
screen and benchmark commercial soft-ware. The prototype problem was similar to a
riser separator in a fluid catalytic cracking unit depicted below in Figure 4.
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Figure 4- FCC Riser Separator - Chevron Prototype Mu.ltiphase Flow problem

Chevron Research submitted this problem to a number of commercial vendors. One
vendor found a time-varying oscillatory solution while another found a steady solution.
It was also found that the pressure boundary condition on the solids outlet had to be
lower than what was expected to get outflow. The lesson drawn horn this exercise by
Chevron was that more research is required for multiphase computational fluid dynamics
to bring it to the maturity of tie state of the single phase computational fluid dynamics.

A final point was raised on the issue of the speed of available codes. Many available
codes, it was felt, wers cons~cted to be “all-purpose,, in order to cut down on
maintenance and training costs. At tbe same time, however, the “all-purpose,, codes tend
to cany a great deal of overhead thereby making them slower than a “specialty,, code. A
potential solution to this problem might be to con.wmct a code library similar to CFDLIB
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which would consist ofrdated but specialized modules. Such a library would enjoy some
of the maintenance advantages of an all-purpose code and tie speed advantages specialty
codes.

Review of CFDLIB/Current ‘1%~~ - Bucky Kd.iwL LANL (Attachment 3)

The first review session covered the fol.lowiug topics:

● CFDLIB suucture
c MuMmwrid formalism
● Conservation quations
● Numerical Methods

CF’DLIBstmds for Computational Fluid Dynamics LIBray. CFDLIB is a LIBR4RY of
des which perform specialized simdation tasks (e.g. single pha.st compressible flow,
mu.ltimaterial incompressible flow, etc.) ASa result a user can selec~ the library cock that
best suites hG problem. Since many of the codes share common f~tures, data stmctures,
vtiable names and even subroutines, maintenance of the library and training on dhkrent
Ii@ codes is expeditious.

Then the nmltimaterial formalism upon which the LANL governing equations for mass,
momentum and energy conservation for a multiple, interpenetraang matczia.1system are
based was discussed. The term multimaterial is used rather than mukiphase because
multiple material classes can be assigned to a single phase. For example, two classes that
might be assigned to a single solid particulate phase such that one class corresponds to
paticles whose diameter is less than 100 microns with the other class corresponding to
panicles with diameters greater lhan 100 microns.

In the mukirna- forma.hq mass, momentum and energy conservahon equations are
daived and solved for each material class. The derivation employs averaging of
ensembles of experimental malizwions of ordinary points in the flow domain which are
swounded by a pure material. A BoltzmaM -port equation for state probability is
used to generate transpofl equations for the expected mass, momentum and energy for
each material class. The generated equations are exact but unclosed The unclosed terms
represents phenomena such as multimaterial Reynolds stresses, intematerial exchange
forces a.cd multiphase pressure forces. Models for these tams based either on empirical
fits of experimezmd data or on theoretixd microsbucture mw. be introduced to close the
quation.s.

FiDally, the rxumnical methods used in CFDLIB to solve the muki.material transpt
@]uationswere outlined. The numerical method is based on the finite-volume approach
wherein the discretized equations of motions are obtained by integration around control
volumes sumoundi.ngthe grid points on a given mesh. Unlike the older staggered mesh
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schemes in which the dar data such as pressure mnddensity are stored at cell centers
while the velocity components are stored at cell ties, all variables are stored at tbe cell
centers in the CFDLIB numerical scheme. This mode of variable storage necessitates the
more complicated averaging opcratoxs to achieve conscrvation than does the staggered
mesh approach. On the other hand, the cell centered scheme is much more amenable to
non-C.mesian coordinate systems that arise fim boundary fitted nmhes. Futthmnore,
the cell centered approach removed some ambiguities that arise fim tie acparate matmid
class trajectories that generally exist in multimataid systems.

Air-Agitated Alumh C~taUizer - Phil Hsie& Alcoa

An ovemkw of computational fluid dynamics experiences at Alcoa was given. Alcm has
been a rewnably heavy user of camnercial single phase codes. While there are numerous
applications in the aluminum and alumina manufacturing processes for multiphase flow
analysis, Alcoa is just starting to explore this arena.

The air-agitated alumina cytallizer was given as an example of a mtdtiphase flow
problem in aluminum manufacturing to which Alcoa has applied two-phase flow analysis.
The air-agitated cytallizer is essentially a tank into which an aqueous caustic slurry of
tie alumiIw is introchud. This is shown schematically in Figure 5.

‘—p==% —+Ei!E1

\ /

Ei@il

Figure 5- Schematic Drawing of an Air-Agitated Alumina Crystallizer
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Air is also bubbled into the tank to stir the contents. The process objectivt of the unit is
to allow the 6ne alumina grains to agglomerate into larger pmicles which are *
processed dowumeam, The extent of the agglomeration and therefore the capacity of a
given crystdl.ber is governed by the concentration of alumina parhcles and their residence
time in the vessel. Increasing either of these increases tlu capacity and profitability of the
~stallizer. Ebination of bon circuiting lhm inlet to outlet and the klimtion of
some alumina seuling are WOkeys to achieving these gods.

Alcoa used single-phase cumputauional fluid dynamics to investigate tank baflling
strmegies fbr the crystalhzm. One propod involved placing a kaffle near the outlet and
extending it down into to the crystallizer. Tbe baffle was intended to ehmi.r@e short
circuiting of uncrystallized alumina across the top of the cxys’fier. Analysis using
single phase cmnputational fluid dynamics suggested that while the Im!lle would eliminate
shortcircuiting, the baffle also wouJd&crease ave..e aluminaconcentration by
withdrawing materialpreferentially fim tbe more concentrated bottom prtions of the
tank.

To close the talk the following list of %uning Issues/Needs/Observations,, for
multiphase computational fluid dynamics was presented.

“ Improved theoretical foun&tion for the multifluid consematicm equations and
approach is needed.

● Much improved turbulence models for mukiphase flows are needed.
c More efficient solution algorithms are required (the crystallizer problems took 2

weeks to converge on HP and IBIMworkstations, )
“ Muhiphase flow problems are abundant.
● There is a need for a coherent voice or set of voices to help sort out the complicated

issues of multiphase flow physics and code development and application.

Heat-Transfer Mechanisms in Ebullated Bed Reactors - Farshad Bavarian, Texaco

An ovewiew of Texaco’s commerci.abtion effofi and how computational fluid
dynamics has been used was given. ComputatiQal fluid dynamics was used in the design
of a modified gas-lqu.kl seeamtor ‘W in an ebullated bed resid bydmracker. In
addition, computational fluid dynamics has been used to scale-up bubble column rwctors
directly from the laboratory to commercial scale with a scale-up factor of order 10s.

A discussion was also presented on the heat transfer problems encountered in ebullated
bed bydrocracking of non-residual oil material. While metals deposition is a major
mechanism of catalyst deactivation in resid hydrocracking, coking of catalyst due to
elevated catalyst temperature is the chief deactivation mechanism in petroleum distillate
and gas oil hydrocracking. The elevated catalyst temperature is in tum due to the highly
exothermic hydrocracking rwtions taking place on the surface of the catalyst along with
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limited heat transfer rates horn the catalyst to the bulk reactor liquid. In order to gain a
better undemanding of these effects, experiments were performed to measure the heat
transfm coefficient in bubble columns under a variety of liquid and gas rates and bubble
size regimes It was found tku in large bubble systems such as air-water, the beat
transfer coe5cient from the liquid to a stationary probe increased with increasing gas rate.
This is presumably due to the increased level of agitation which in tum disrupts the
insulating boundary layer around the probe. On the other han~ it was also found that in
mall bubble b- such as those found in a petroleum liquid based bubble columrL the
heat mnsfkr coefficient decremd with inmaaing gas rates. This seemingly cOunter-
intuitive resuh can be understood as follows, In the small bubble sys~ the boundmy
layer fluid SUITOundingthe probe is really an effkctivc medium of liquid and bubbles. In
the large bubble sys~ the boundmy layer fluid is essentially pure liquid. me heat
transfer coefficient is proportional to the boundary-layer fluid thermal conductivity. So
the lower heat transfer coefficient of the small bubble system is a reflection of the lower
thcxmal conductivity bubbly mixture versus the pure fluid.

These experimental observations and theoretical explanations are a good example of the
scm of effcms that are rquired to model and close exchange texms that arise in the muhi-
material ccmservation equations.

Review of CFDLIB/Current l“heo~ - Brian VanderHeyden, LANL (Attachment 4)

The second review session covered the following topics:

● Species energy conservation equation
● Material Class energy con.semation equation
‘ Pressure force models
● Currently available turbulenw models.

A transpm equation was derived using the multimaterial formalism for the consemation
of the internal energy of species. At this point the notion hat a given material class can
be cOmposed of multiple chemical species was introduced. The species intend energy
transport equation incorporates the ei%cts of compressible wor~ work due to mass
exchange, fhuctuational wok exchange of internal energy due to mass exchange, viscous
dissipatio~ conduction and ?xchange due to conduction. By using the equation for
conservation of mass, the thermodynamic expression for material compressibility and the
thermodynamic relation betw~n constant pressure and constant volume specific hea$
one can manipulate the species internal energy conservation equation into a transport
equation for species temperature. The temperature quation is also closely related to a
trrmspofl qu.ation for species enthalpy. In fhct, temperature equa!ion contains a term
reflecting the effect of mass exchange that is proportional to enthalpy differences.
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To wrap up the discussion of the species energy transport equation, a simple model was
presented for the exchange of energy among species due to molecular conduction using the
expression for heat -fer coefficient to a sphere.

Specks with identical or very nearly identical temperatures and mean velocities can be
usefully Pouped into chases. By SUMIli13g the trausport equations for all the species in a
panicular class, the class trarqmrt equation is generated. In the case of the temperature
quatio~ the mass exchange term contributes to two effects according to whether the
exchange is within or across classes. For species exchanging mass within a class due, for
example, to a chemical reactiou tie exchange term cantibutes to a heat of reaction term
for the class, For species exchanging mass across classes, the exchange term reflects
exchange of energy due to physical processes such as evaporation and condensation.

Models for the expected pressure acceleration for a material class were also reviewed.
The expected pressure acceleration at a point can be broken into a mean pressure
acceleratio~ a consmative force and an exchange force. Examples of a cmservative fou
include close packing force that tise when a granular material is compressed beyoud
maximum packing. Another example is a force that acts on continuous phases whose
origin is the Bernoulli pressure depanure on the surhce of a pmiculat~ phase moving
relative to the continuous phase.

Examples of exchange forces are drag, added mass and lift arising firm unbalanced
pressure deviations OILfor example, a pficle translating or accelerating relative to a
continuous fluid. Some models for the drag force on a particle that have been employed
in CFDLIB include a model based on the drag experienced by a single where in an infinite
fluid. This drag law has also been enhanced to include the effects of hindered settling as
prescribed by Richardson and Zaki. Another ,rlragmodel is based on the roomer turn
exchange experienced by clouds of dissimilar particles moving relative to one another duc
to collisions. Finally another drag law that h been employed in CFDLIB is based on the
Ergun fommla for pressure drop in packed beds. This model is most appropriately
applied to either packed beds or dense fluid.ized beds.

Finally, the cumently available turhdence models were discussed. It is recognized that
the multiphase Reynolds stress term in the momentum consewahon q’uation is probably
the most complex and least understood term in the govem.ing quations. Dealing with this
term can proceed along two lines. The first is to keep the Reynolds stress model as
simple as possible and employ the minimum number of parameters. The second hue is to
try to model the Reynolds stress as rigorously as possible though the use of a Reynolds
stress transport quation and theoretical microstiuctural models. Although we are in the
process of following the second approachj we have been using the first approa:b in our
CFDLIB computations LUJ.ate.
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Currently, the Reynolds stress muiels used in CFDLIE all use the Newtonian
Boussinesq closure assumption. The viscosity for e3ch material class in this closure can
be taken tim one of the following:

● Constant eddy viscosity model. Tbe ecmstant viscosity is specified by the user.
c Prandtlmixi.ng length model. Tbeconstant mixing length isspccified bytheuser.
● One+xpilion turbulent kinetic energy model. A amtant mixing length and boundary

conditions on turbuht kinetic energy are -MI by the user. (This model is still
Undc-,cing refine!JnenL)

With the W two choices, the isotropic ~ of the Reynolds stress is not modeled and is
essentially lumped in with the mean pressure. For the case of the one-equation model,
the isotropic P of the Reynolds stress is explicitly calculated and used in the material
class momentum equation.
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h advantage of the one-equation model was demonstrated through a computation of
developed flow in a gas-solid riser similar to the situatim in the riser of a fluid catalytic
cracking unit in a petroleum refinery. By imposing a zero boundary condition on the
turbulent kinetic energy at the wall of the riser (energy is dissipated through collisions
with the wall) a gradient in the isotiopic part of the Reynolds stress is set up which
prxluces a migmtion of particles toward the walls. As shown in Figure 6, this produces
solids holdup profiles similar to what is cxpeded for developed riser flow.
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solids profile from one-equation model simulation of gas-solid riser flow.
For comparison, the constant eddy viscosity and constant Prandtl mixing length models
cannot produce this solids segregation ei%~

It should be mentioned that steady profiles like in Figure 5 were Bot always obtained.
For smaller mi.xkg lengths, the solids tended to slosh back and forth across the radius of
the pipe.

A f5na.1example calculation was shown in which a 2dimensional air-water bubble column
was simulawd to demonstrate the importance of turbulence modeling. The simulations
correspond to a set of expedients performed by Chen and others horn New Zealand,
Chen’s bubble column was consbucted from two Plexiglas plates positioned in a parallel
fhshion with a relatively small gap between them, The Plexiglas colurno ww filled with
water and air was sparged into the bottom through a simple distributor. Chen obsemed
that the air tended ;Oforma well defined Von Kannan-like vortex street in the column.

15



Computer simulations using CFDLIB and a simple Prandtl mixing length model produced
a similar vortex street as shown in Figure 6.

CHEN 2D DUBSLE COLUUN SIMWATIONS

DRAG
ADOED MUS

ORAD

TuRBuLENCE

DRAG
ADDED MMS

TuRBuLENCE

Figure 6- Gas volume hction fields from CFDLIB simulation of the 2d.i.mensional air-
water bubble column experiments of Chen et al, (1989). The lighter areas are relative] y
gas-rich. Mixing length turbulence is required to obtain experimentally observed Von
Karman votiex street. Added Mass affects solutions to a small degree by comparison.

The choice of mixing length was also found to be critical for this problem. Using a too
large a mixing length wipes out the vortex street by over-diffhsing momentum.

Simulation of Gas Jets in Molten Metal Baths - Jon Wolfe, Molten Metal
Technology

Two- and threedirnension.al CFDLIB computations of gas jet spreaii.ng in a molten metal
bath were di~ussed. Molten Metal Technology, inc. (MMT) markets a hazardous
waste disposal process which involves the jet injection of hazardous materials intoa hot
molten metal bath. As the hazirdous materials contact the hot molten metal, they break
down chemically to forma more benign substance. Unit performance is related to mixing
and residence time distributions. In order to gain a better tmdemtanding of tlis
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phenomena, MMT used CFDLIB to perform 2- and 3- dimensional simulations of gas jet
sprdi.ng in a liquid pool. The efkt of different momentum exchange models and
Reynolds stress closures on simuated jet spreading were studied and compared to
experimental data. It was found that CFDLIB results accurately match experimental data
and other numerical results for jet spread in a liquid bath and that quali=tive and some
qwtitative predictive capabilities are cunently possible for MM’Tappliuttions.

Review of CFDLIB/Current Theory - Nely Padia~ I.ANL (Attachment 5)

Massively parallel supercomputers anived on the scene several years ago and have the
potential of substantially increasing the practical size and speed of large-scale
computations. Massively parallel supercomputers work by dividing a given computation
into pwc and allocating each part to an individual processor. The processors perform the
computations on their respective parts simultaneously, or in parallel, to anive at the
solution fhster (hopefully) ths=Iis possible on a single processor computing the entire
problem. Also, r nwively parallel supercornputers can have much larger memories than a
single processor machine so larger problems can be attempted.

One potential bottleneck to speed-upon a parallel computer is communication of data
between processom. This is curreat]y a very slow step relative to calculations and data
manipulation that take place within a single processor. In f.hct,it is quite possible to
petiorm a computation that is actually slower on a parallel machine than it is on a
comparable single processor because of communication bottlenecks, It is inqxmant,
therefore that a user configure a parallel computation in such away to minimize the ratio
of inter-processor communication to in~-processor work.

Since CFDLIB employed a muhiblock stTucturewherein a given flow domain can be
divided into separate, contiguous blocks, it was already in a form that is amenable to
parallel computation. To parallelize a CFDLI13computation, different blocks or sets of
blocks are allocated to different processors. I.nterprocessor communication is a natural
extensicm of intcrblock communication that must occur h any muhiblock computation,
In order tu port CFDLIB from the single processor environment for which it W=
originally titten to a pmllel processor environment some code moditicationa were
necessary. Generally, those CFDLIE subroutines that performed calculations within a
single block did not rquire modification. Driver routines that send work to the various
blocks or processors had to be modified slightly. Subroutines that handle to interlock
communication had to be retitten completely. Additionally, CFDLR3 had to be

interfaced with interproccssor communication libraries. Currently, CFDLIB has been
interfaced with PVM (T+uallelVirtual Machine) a public domain library that u handle
many types of architectures including a heterogeneous network of UNIX workstations.
CFDLIB has also been interfaced with a specialized propriety CRAY communication
!ibraq called F- which has some advanced memory features. This work has been done
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and CFDLIB has been run on a CRAY T3D massively par-d.lelsupercornputer as well as
a networked cluster of IBM RISC 6900 workstations.

The efficiency of the CFDLIB parallel implementation is problem dependent. This was
illustrated with two example computations, The fii example was a 2-dimensiorud
incompressible 2-fluid simulation of a gas-liquid sepamtor device provided by AmocJ.
The mesh in this problem was corrqxmd of 28 blocks with a vaxiety of sizes and shapes
including some high aspect ratio r=tangles. Tbe second example was a 2dimenaional
canpressible single fluid simulation of a Sedov blast wave. The mesh for this problem
was composed of 100 identical square blocks. The parallel simulations for both problems
were carried out on an CRAY T3D parallel computer using 2,4, 8 and 16 processors and
on an IBM RISC 6000 workstation cluster using 2,4 and 8 processors. Both PVM and
F inter processor communication protocols were used on the CRAY T3D while only
PVM was used on the IBM workstation cluster. Computational speed results were
presented as the ratio of the parallel machine grind time (real wtdlclock time px cell per
cycle) to the grind time for the same problem on a single vector processor of a CRAY-
YMP. Note that the single CWY-YMP processor is much fhster that the IBM
processor and the DEC alpha processors used in the CRAY T3D. The scaling was
chosen to reflect ‘ht practical fact, given the availability of a CRAY-YMP single
processor machke, the parallel com~uter and clusters would have to outperform the
YMP to make them an attractive alternative.

Several features emerged from the timing data. First, m expected, the F- protocol
ccmputidion was generally faster than the PVM protocol on the CMY T3D. For the 16
processor calculation, the F- calculation was about 1.6 time faster than the PVM.
A second obsewation was that good linear speed up was achieved born the blast wave
problem. The grind time for the 16 processor calculation on the CIUY T3D using F-
was only 20°/0of the YMP time. On the other hand, the speed-up for the separator
problem was very poor. For 16 processors on the T3D using F-, the grind time was ;!.5
times that of the YMP. In other words, it was 2.5 time slower. These results are
understandable as follows. The blast wave calculation is purely explicit while the
incotnjwessible separator problem was implicit requiring a meshwide solution of a
Poisson problem for each pressure cycle. The Poisson pressure solution requires a great
dad of interprocessor cmnmunication. Additionally, the heterogeneity of the mesh blocks
and the rectangular shapes produced a cmple of inefficiencies. First the processors
dedicated to the small blocks were probably idle for a significant amount of time waiting
for the large block processors. Also the rectangular blocks produce a less than optimal
ratio of communication to i.ntra-block computation.

A fial example problem was a 3di.mensional incompressible baflle tank separator
problem also contributed by Amoco, For this problem, the grind-time on the CR4Y T3D
uaicg 64 processor was only 34% of the YMP grind time, The improved results for tnis
problem over the separator problem were attributed to improved meshing and
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improvements in tie parallel CFDLIB implementation over what was used for tie 2-d
separator problem.

Multiphase Flow ●t Procter & Gamble - Joseph Kitching, John McICibben. Procter
& Gamble

Application of CFDLI13to a proprietary gas solid flow problem was discussed. The
flow domain is depicted schematically in Figure 7.

m -

Figure 7- Procter& Gamble Proprietary Gas Sc!id Flow Roblem

As shown, a primary gas flow enters the device at the top and a solids stream is injected
at a given angle from the side. A prccess objective is to produce a uniform concentration
of solids at tbe outlet. Procter & Gamble will be using CFDLIB to study different
strategies to achieve this objective. As a preliminary objective, CFDLIB was used to
scope out the e5ects of a number of process parameter including gas and solids n,tes,
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velocity ratios and solid’s injection angles. Both 2 and 3 dimensional calculations were
perfomed. Some of the obsmations from these IUII.Swere:

. Partick x determines if separation occurs between the solids and their delivery
streams.

. Injection angle controls the development of a recirculation region dowmtream of the
injection point.

. Gas velocity ratios, panicle size and injection angle affect the uniformity of the
distibuhon of the solids.

Procter & Gnmble is p!anning a series of computer runs to increase the cumnt model’s
complexity and verifi its accuracy with physical meastmemen!. The prelimi.nq results
indi;:?e that CFDLIB wJJ become an important engineering tool to further optimize its
manufacturing process.

Multiphase Flow at Exxoc - Bill Heard, Exxon Research & Engineering Company

An overview of multiphase flow simulation research at Exxon Resezuch and Engineering
was given. The multi@ase flow governing quations used by Exxon are those obtained
by Drew of RPI. Tne method derivation employs a material selector and ensemble
averaging quite similar to the multi.material formalism used by LANL.

Exxon is in the midst of consmlcting a general boundary-fitted coordinate system
multiphase flow simulation code. The code will be used to analyze vtious problems
aswciated with petroleum re6ni.ng.

The results of a recent Exxon Iagrangian simulation of a hydrofluoric (HF) acid cloud
reline was shown including *theeffects of water curtain scrubbing of the cloud. The
calculation matched c recent HF release experiment. The simulation reflected the features
observed in the experiment generally. It was found that the calculation was sensitive to
drop size distribution,

KIVA Combustion Simulation - Dan Butler, IANL

An ovemiew of the LANL T-3 KIVA combustion flow simulation code program was
given. The KIVA flow simulation codes are used around the world by auto manufacturers
to simulate and study the flow, spray dynamics, turbulence and fbel combustion in
internal combustion @ne combustion chambers. KIVA flow codes have also been used
to simulate water smbbed convection towers, silicon dioxide condensation in high
pressure oxidation chambers, automohve @al@c converters as well a numerous other
applications.



The KIVA study of the me of the United Parcel System cavity piston engine was
discussed. The engines were built and tested i.uthe late 1970’s by UPS as a potentially
more fuel e5cient engine for their truck fleet. Fleet testing showed that the engines
suffered from incomplete combustion. KIVA was used to determine the cause. KIVA
simulations clearly showed that the incomplete combustion was tie result of fuel being
cooled near the walls at the top of the cylinder. This story illustrated how computational
fluid dynamics can be used to gain insight into complex situatiom even though the exact
governing equations for the flows are not knowm. By using reasonable modeling
assumptions the K.IVA simulations were able to provide information not directly or
easily obtainable horn experiment. The intemcticm of experiment and simulation is a
egm which wiLltwist well into the future.

Even though the ICIVA code is relatively mature compared to a full mukiphase flow
simulation ctie like CFDLXB,Las Alamos maintains a strong collaborative amangement
with industrial users and other government laboratories Numerous research topics have
yet to be explored. It is hoped that the KIVA experience can sewe as a model for a
potential reactive mukiphase flow consortium or center of excellence.

Telkide/Tagos& Doug Kothe, LANL (Attachment 6)

The LAN_Lexperience with the Pagosa high speed flow simulation code and the newer
Telh.u-idefree stice flow code was discussed to illumate Los Alamos C-apabfities in the
area of high speed compressible flows, unsbuctured gr+ds,parallelization and object
oriented-like progmnmi.ng methods.

Los Alamos has experience with numerous parallel computing environments including the
Thinking Machines CM-200 and CM-5, nCUBE2, Cray T3D, Intel Paragon as well as
work station clusters. These machines cover the two pticiple parallel computing
strategies, SIMD and MXMD. Pagosa, a high speed multiple mattial flow simulation
code used extensively in weapons research was recently ported to the CM-5 for large-
scale computations As an example, the detailed Pagosa simulation of a missile intercept
was shown, In this calculation, detail target and intercept missile components were
resolved and all material interfaces were tracked through the collision.

Building on the successes of tbe Pagosa code, a new state-of-the-art multimaterial
interface tracking code called Telh.uide is under development at Lm Mamos. This code
employs many advanced features such as unstmctured @ds, user-friendly graphical

interfitces and a highly modular, flexible and portable suwcture. The code is written in
FORTRAN 90 and C++ and takes advantage of the object-oriented-like features of these
languages. The code will be able to efficiently handle very inticate mold geometries with
he detail.
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Review of CFDLIB/Current Theo~ - Bucky lkldw~ LANL (Attachment 3)

The final CFDLH3 review session revered the chemical reaction package of CFDLIB and
its new immersed boundary/Lagrangian fluid capability. The CFDLIB chemical reaction
package is constmcted to handle a comprehensive variety of chemical reactions and
physical mass exchange processes such as evaporation and cmdensatiom Tbe package
uses a fully muple-d implicit technique to provide robust integration of tLe mass and
energy equations. This coupled approach avoids time-splitting errors. This implicit
treatment allows one to integrate to equilibrium in one time-step if necessary.

The physicakhemical reactions handled by the CFDLIB chemical reaction package are
split into three broad classes. These classes are mass action law (Animn.ius g-, bumi.ng
solids, catalysis), mass-saturation limited (adsorptio~ desorptiou pyrolysis) and mass-
thermal-saturation limited (evaporation, conder-ationj. Included in the mass action law
class are Langmti-Himhelwmd kinetics.

A new immersed boundary technique is impl~mented in CFDLIB which allows a user to
input an unresolved moving tie into a given flow. The surface is represented by a
collection of Iagrangian points which can exchange momentum with the fluids. The
ptuticles can be used to simulate an i.mpe!k, for example or a stationq distributor plate.
The Lagrangian numerical method used to compute the immersed particles has many
features in common with the FLIP scheme of Brackbill and Ruppel.

Multiphase Reynolds Stress Transport Modeling - Brian VanderHeyden, LANL
(Attachment 7)

Some of the current LANL effo~ toward improved closure of the turbulent rnultiphase
Reynolds stress temi in the momentum consemation equation were reviewed. The
approach is to develop an exact trau.spofl equation for the nmltiphase Reynolds stress
using the moment lransport equation from our muhi.rnatexial formal.ism. SCveral of the
terms produced by this operation have diwct analogs to terms in the single-phase
Reynolds stress transport equation such as mean-flow gradient production, diffusion,
pressure strain, compressibility production and dissipation, Additional terms appear that
have no single-phase anaiog. These terms represent production due slip between material
classes, direct turbulent energy exchange, turbulent energy exchange due to mass exchange
and collision effects. The modeling strategy will be to use as much of single-phase theory
as possible to model the single-phase-like terms and to focus on the proper handing of
the purely mukiphase terms. The resulting fully closed Reynolds stress equation will be
invctied to find the muhiphase analog of the Boussinesq closure,
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Spectral Models, Symmetry and Engineering Turbulence Closures - Tim Cltrh
LANL (A_chment 8)

A brief review of spectral theory, symmetry and engineering closures in tdx.dencc and
current LANL research efforts in this area was provided. The starting point for spectral
theoretical work is the No-point generalization of the Reynolds stress tensor. The two-
pornt generalization is the ensemble average of the outer product of fluid fluctuating
velocities at two distinct points in space. A governing manspcm equation is derived for
the twqoint Reynolds stress tensor and is then Fotier transformed with respect to the
relative position vector. A&r integrating the resulting equation over wave-number space,
one obtains a spectral model related to the “single-point. engineering models.
Advantages of this equation are that no dissipation or length scale models are needed.
AISOone-may compute “non-equilibrium,, turbulence with the resulting equation.

Imposition of symmetn and invariance properties of the Navier-Stokes equations
produces solutions for the turbulent energy speclrum. ?hese solutions agree with the

results him the engineering k-~ turbulence models. The long-time solutions approach a

classical spectrum with a peak energy at an intermediate wave number.

Using the spectral theory and equations, it cambe shown that single-point engineering
closures can be timorously correct in tbe limit of spectil self-similarity. It can also be
shown using the s~tm.1 theory equations and the symme~ and invariance propties of
tie Navier-Stokes equations that turbulence an.isotropy can persist indeftitely in a
homogeneous decaying anisotmpic turbulence. This is not pl.-perly predicted by
engineering closures, however, and reminds us not to expect too much horn them.

Engineering closurescan he constructed horn spectral closures by detemini.n g the
appropriate similarity group for the problem class, determiningg the self-similar foxm of
the spectra, substituting the self similar spectra into the spectral model equations and

taking appropriate k-space moments. As an example, a k-~ deviatoric stress model was

derived for homogeneous mean-flow.

Present LANL research on spectral theory is focused on incorporating the effects of
swirl. This adds an additional level of complexity to the modeling and direct numerical
simulations. Also, multiscale or “reduced spectmd,, models are being pursued for use in
large computer &es.

Applications of Group Theory to Turbulence Modeling - Brian VoUntine, DOE
Office of Industrial Technologies

Another approach to the turbulence closure problem involves the application of group
theory. Lnmany difficult problems in physics, one may ohin approximate solutions by



expanding the solution in terms of an infinite power series in a small physical parameter.
hserting this ties into the governing equations generales a hierarchy of simpler
problems that can be solved in sequence. The solution to the original problem is then
obtained from ‘~e series expansion. one Usually only computes the m few terms in
tk sties and argues that the remainin g terms are neg.ligiile. This yields aa approximate
solution to the original problem.

Something akin to a aexiessolution can be gmcmted for ti tdmkmx closure problem.
The Reynol& stress, the productof mo fluctuating velocity components fimt appears in

the average momentum canscmalion equation Ps an unclosed tam One can in turn
generate a txmaervation -on for the Reynolds stress which will include urdosed
terms involving the triple velocity correlations. One u proceed fhrtber to a tmnsport
equation for the triple ~vmelation which will contain uocloscd fourth order correlations.
The process can be cmtinued indefinitely. Unlike the power ties solution method
desmibod above, the higher order mrrdationsdo not become negligible cmqared to their
lower order counterparts in this case so one cannot simply neglect time terms to get a
valid approximate solution to the problem.

A similar problem was encountered in fundanmtal particle physics. A solution to this
problem was constructed called renomal.L@ion group methods. The rcno~tion
group methods have been applied to the turbulence closure problem with some success in
single phase flow. Attempts have also been made in the area of turbulent
magnetohy&odynam.ics where, unfommately, success was not achieved. Nevtieless,
the renormalintion group method might be successfully applied to the problem of
turbulence in multipha>e flows to bring new insights into such things as the muh.iphase
analog of the Randtl mixing length.

Potential Mechanisms for Collaboration/Oil and Gas Partnership - Bob Hanold,

Los Amos has been involved in a successful labh.ndustry pmmrship for research with
the oil and gas production industry. This partnership includes the DOE multiprograrn
national laboratories and many oil and service companies. Some of the research being
conducted deals with State-of-the-tul prcwessi.ngof seismic data important to oil and gas
exploration.

In the Oil and Gas Pmtrwrship, projects are proposed by laboratory and industrial
ptmmrs. The proposals are reviewed and scored by an industry board. The board
recommdations are then sent to the DOE which considers this input in their funding
decis:ons. The DOE has consistently followed the recommendations of the industry
board.
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Funding and project administration can be tailored to tie requirements of the industrial

partntis) in each project. Usually cost-sharing fim the indusmial pannem involves
some form cf ia-bnd conrnbutions such as the sharing of daw equipment or personnel
time. Adminimative amngements can range h infomal ~ts to f- co-
operative research and devciopnmt agreements wherein many details of the collaboration
are spelled out in a legal ccmtracl.

Total DOE funding for the @ii and Gas Parlnerahip has grown to over $30 million per
year recently. This vw successful partnership can serves a model for a ccmsornum on
reactive multiphase flow simulation.

Review of 1st Industrial Ener~ Efficiency Symposium and Expo - Ed Joyce LANL
(Attachment 9)

The 1st Industrial Energy Efficiency Symposium and Expo held in Washington D.C. on
May 1-3, 1995 was reviewed. The meeting was an open symposium involving groups
from private industry, fkderal Iaboratmies and agencies and the academic cammmity.
The meeting highlighted the DOE OilIce of Industrial Technologies “1.ndusiriesof the
Future,, program which covers the chemicals, petroleum refining, forest products, glass,
alumin~ metal casting and stxd industries.

The proposed structure for fiture national hboratoryh.ndustry collaborations under the
“Industries of the Future., program would involve the formation of “VW IAmratories,,
and Centers of Excellence. The ‘l%tual Laboratories,, would be effective laboratories
constructed fiOm complimentary groups horn the various actual national laboratories.
Centers of Excellence could be virmal or real and would incorporate the best talent or
laboratory group for a particular research mission. The research would be controlled by a
coordinating council with all laboratories represented. Working groups would be
established for all stated industry needs would be established and would be governed by
laboratory and industry peer review.

Center for Materials Process Modeling - FUchardL-r, I.ANL

A brief description of the Los Alamos Center for Materials Process Modeling was
presented as another example of how collaborative efforts carI be structured. The
Center’s theme k been on tying research on mattials process modeling across
descriptive length ades from atoms (quantum mechanical and molecular modeling),
through unit ojwations (computational fluid dynamics), process and plant modeling
(cord and optimization) to large scale enterprise and economic modeling. It is hoped
that such a unified approach will bring foti useful synergies. Cunently, the focus of the
Center has been on the steel indusby but the Center is expanding to include the concerns

and needs of the chemical industry.
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A View from Washington - Dan Wiley, DOE Office of Industrial Technologies
(Attachment 10)

The Department of Energy is experkncing a tremendous state of flux currently.
Pressures tiing tim the federal budget deficit and the objectives of the new mngrem are
driving substantial reorganization and re-evaluation of the mission of the DOE.
Downsizing of the department is going to occur. Some in congress have even proposed
elbbting DOE and moving ita core fimctions to other cabinet agemcies.

While these changes are occuring US industry is also undergoing tremendous change.
Increased foreign competition and stockholder prmure to cut costs has prompted many
companies to si@k.antly scale back or even eliminate entire segments of their research
in.hatmcture. Many CEO’s now look to the federal government to carry on the longer
term basic and applied research that the companies can no longer afford due to short-term
profit pressures but will need for the technologies of tomomow (see “A Moment of Truth
for beri~, in Attachment 10).

While it is difficult to forecast how the DOE will respond to the needs of industry and
the budgetary pressures, some new trends are emerging. To avoid the pitfhlls associated
with “industrial Policy,, federal research in the fiture will have to cut across many
industry segments such as petrochemical, steel, alum.in~ glass, etc. In addition, to
avoid tbe costs associated with unnecessary duplication of effofi, federal labs and
universities will have to work more cooperatively.

Tank Flow Simulation - Bert Haney, Dow Chemical Company

A movie made fiorn a 3dimensional simulation of a stirred tank reactor was showm.The
comp~tation of the three-dimensional flow in a baffled tank stined by a rotating 45 degree
pitch-blade impeller was done using a combination of rotating and statioruuy grid zones.
Adjacent grid zone are patcb”d together using an overlapping technique. Grid speed
terms are included in the generalized coordinate transformation to account for the motion
of the grid.

The simulation was pdormed using a modified version of the INS3D incompressible
Navier-Stokes solver developed at NASA-Axnes Research Center by Stuart Rogers. The
solver uses the artificial compressibility method of coupling the pressure and velocity
fields instead of solving a pressure Poisson equation as done in CFDLIB,

In an incompressible flow, the pressure does not appear explicitly in the continuity
equation even though the pressure field has a direct influence on the divergence of the
velocity field, The artificial compressibility method involves adding a pseudo-time
derivative in pressure to the continuity equation. A pseudocompressibility parameter
is then used to adjust the magnitude of pressure disturbances which are made to
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propagate at a finite speed throughout the flow field. The solution procedure involves
driving the pseudo-time pressure derivative to zero, thus satisfying continuity.

Some thoughts on a potential CFD consortium - Tyler Thompson, Dow Chemical
Company (Attachment 11)

Some thoughts on a potential govcrnmentlindustrylacadern.ia consortium on
computational fluid dynamics research for the Chermcal Process Industries (CPI) were
presented. The premise of the discussion was that today’s tools are inadequate for the
needs of the CFi. Needs include vastly improved simulation capabilities in the areas of
turbulent reacting flows, multiphase flows and polymer melts and solutions with time
dependent 3-dimensional character, free surfaces and non-Newtonian constitutive laws.
The inadequacy of today’s tools stems frmn the history of the market, legacy code
architectures, slow implementation of advances and the lack of progress in the
implementation of the high promises of parallel ization.

To address and overcome these problems, a government industry consortium is proposed
since no single company or indushy group can justify the longer term research to attack
this problem. The proposed consortium would be governed tightly by an industry board
which would dispense government research money to “subcontractors” according to the
perceived needs. The “subcontractors” would include federal laboratories, academic
groups and private companies such as commercial software vendors who could ensure the
user-friendliness, service and support of the products of the consortium.

Some prior thought would have to be given to the conflicting manner in which industry
and government allocates research money. Industry typically allocates solely on the basis
of performance and economic need due ultimately to stockholder pressure. Government,
on the other hand, often allocates money not only on the basis of performance and
economic need but also on the basis of “fairness” which can result in lower efficiency. In
order to maximize the return on the research fimding, the industry model of allocation
should be used.

Brainstorm/Discussion - Consortium/Center of Excellence - Wrap-up - Brian
VanderHeyden, LANL (Attachment 12)

To close the workshop, a brainstorming session was heid to develop a consensus on the
perceived needs that a reactive multiphasc flow simulation consortium or center of
excellence should address in the areas of theory, experiment, numerical methods and
generic simulations, Also consensus on the structure of the potential consortiundccntcr
of cxccllcnce was sought, In addition, a samp!c letter of cndorscmcnt was dis[ributcd to
the participants. Using the sample lcltcr as a guiac the participants were asked to send
LANL a letter stating their support of for the idea of a consortium cmrcactivc rnultiphasc
flow simulation. Finally, the participants were given a feedback form.
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The following summarix s the needs identified by the industrial participants during the
brainstorming session.

On the issue of theoretical needs the effects of turbulent mixing on reaction rates,
turbulent grain Wiisioq mukiphaae turbulence, dispmion/cdescence prc:-s,
nucleation processes and exchange u ndations for pack! and fluidized beds were all seen
as fiuitfid areas of research

On the issue of experimental needs it was agreed that coupling of simulation and
experiment is crucial. It was felt thal providing experimental data is one potential mode
of industrial p-er contributions to a cmsortium. It was also felt that focused non-
proprietary fimdamental experiments could be designed which wotdd provide information
needed to close modeled terms in the governing quations.

On the issue of numerical methods needs it was felt that some current highly specialized
academic research could be redirected to help realize the promise of parallelization. It
was also pointed out that improved numerical methods such as multigrid techniques
rather than parallel.iza.on may proved to be a fruitful route to much needed speed-up of
muhiphase flow simulation codes. Smte+f-the-sut reviews were also offered as a usefid
product of a consortium.

On the issue of centering a consotium on one or two generic, ❑on-proprietary simulations
along the lines of a multiphase flow simulation grand challenge, the group was somewhat
split. Some felt the focus should be solely on fluidized gas-solid flows while others felt
sti.medtanks and packed beds should be the focus, Thermal ethylene cracking units were
offered as a widespread and economically very important process in which turbulent
mixing and chemical reaction plays an impmlant role, Some felt that the focus of the
consortium should be kept quite general.

On the potential stmcture of a consotiurn or center of excellence whose mission would be
to substantially improve the state~f-the-~, alJ seemed to agree that it should be
comprehensive and include fkderal labs aud agencies, industrial p-era, academic
researchers and commercial software vendors. It was also felt that ‘W,, centers can
be in effixtive iftbe governing board or director is not given sticient power.

At the close of the meeting it was decided that the next step be the issuing of a white
paper on the formation of a consortium based on the ideas put fimmrd at the workshop.
Several volunteered to help with the white paper. The white paper would be used to
explain the mission and structure of a consortium and to lobby the government for
filndi.ng.

Bti VmderHeyden - June, 1995
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WORKSHOP AGENDA - DAY 1, MAY 18, 1995

8:30-9:10

9:10-9:30

9:30-10:00

10:00-10:05

10:05-11:00

11:00-11:30

11:30-NOON

NOON-1:15

1:15-1:45

1:45-2:15

2:1: 2:20

. Greetings/Administrative Items/Schedule

. LANL, T-3 Overview

. LANL Strategic and Tactical Plan, Duai Use co-
opers ‘-‘eresearch

● w. ,nop purpose

. ~~cst introductions

Introductory Simulation Movies

. Riser flows

. 3-phase flows

. 3-D bubble columns

“Prototype Mt.dtiphase Flow Problems”

BREAK

Review of CFDLIB/Current Theory

. Multimaterial formalism

● Mass and momentum conservation

. Numerical methods

“Air-Agitated Alumina C~stalh.zer”

“Heat Transfer Mechanism in Ebullated Bed Reactors”

Lunch - Otowi Cafeteria

Review of CFDLIB/Cument Theory

. Energy conservation

. Exchange models

. Current turbulence models

“Simulation of gas jets in molten metal baths”

BREAK

Brian VanderHeyde,l
- LA_NL

Bucky Kashiwa -

Paul Men - Chevron

all

Bucky Kashiwa -
LANL

Phil Hsieh - ALCOA

Farshad Bavarian -
Texaco

all

BriarI
VanderHeyden-
LANL

Jon Wolfe - Molten
Metal Technologies



2:20-2:50

2:50-3:20

3:20-3:50

3:50-4:30

4:30

6:30-8:30

Review of CFDLI13/CumentTheory

. Parallel implementation and results

“Multiphase Flow at Rotter & Gamble”

“Multiphase Flow at Exxon”

“KIVA - Combustion Simulatiorl”

Adjourn

Nely Padial - LANL

John McKibben, Joe
Kitctting- Procter&
Gamble

Bill Heard - Exxon

Dan Butler - LANL

all

Dinner at Anthony’s on the Delta in Espanola - Frank Harlow -
LANL

Party Menu: Chicken Kiev, Prime Rib, Broiled Salmon
(also vegetarian with advanced notice), $19.95 per person
including salad, dessert and gratuity. Cocktails extra

Dinner Speech - “Los Ahnos - A Modem Village in an
Anciem Setting”
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WORKSHOP AGENDA - DAY

8:15-8:30 Plan for the day

8:30-9:00 TelluriddPagosa

2, MAY 19, 1995

9:00-9:30

9:30-9:45

9:45-10:00

10:00-10:05

10:05-10:35

10:35-11:00

11:00-11:15

11:15-11:30

11:30-12:45

. High speed flows

. Unstrucmred grids

● Object-oriented programming

. Parallelization

Review of CFDLIB/Current rheory

● chemical Reaction Package

. Immersed 3oundaries

“Multiphase Reynolds Stress Transport Modeling”

“Spectral Models, Symmetry ai]d Engineering Turbulence
Closures”

Break

*’Applicationsof Group Theory to Turbulence Modeling”

Potential Mechanisms for Collaborations

. User facility agreements

● CRADA’S

. ConsorKia

. Centers of Excellence

. Example (Oil & Gas Partnership)

Review of 1st Industrial Energy Efficiency Symposium
and EXpO

Center for Ma[erials Process Modeling

Lunch - Otowi Cafe[eria

Brian VanderHeyden
-LANL

Doug Kothe - LANL

Bucky Kashiwa -

Brian VanderHeyden
- LANL

Tim Clark - LANL

all

Brian Volintine -
DOE OffIce of
Industrial
Technologies

Bob Hanold - LANL

Ed Joyce - LANL

Richard Lesar -
LANL

all



12:45-2:00 Brainstofliscussion - Consofiium/Center of Excellence all

. Needs

. Theory

. Experiment

● Numerical methods

. Generic simulations

. Potential Consortium/Center of Excellence

. VisionfMission

● Structure

2:00-2:10 BREAK

2:10-2:30 Wrap-up

. Meeting documentation

. Feedback (another, expanded workshop?)

● Protocol

2:30-2:45 Tour of Computational Testbed for Industry

2:45-3:15 Tour of Advanced Computing Laboratory

3:15 Adjourn

au
au

all

au
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Multimaterial Formalism
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Numerical Methods
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Very Broad–Brush Overview

● A Multimaterial Formalism.

● Mean–Flow Conservation Eqllat ions.

● Frames of Reference.

● Numerical Solutions.

● Physical–Chemical Kinetics.

● The “Tmmersed Boundary” Method.



What we mean by A Multimaterial Formalism.1 +

● A general method for developing averaged conser-
vation equations for multiple materials, any one
of which may be at a point, at a given instant.

● Definition of a “material” is up to the analyst.

● Requires knowledge of a continuum law fer the

dynamics at any point. This means that one
has already averaged over individual molecules,
at an “ordinary” point.

● This is a procedure by which the most likely state

at a point, as well as which material is most
likely to be found at a point, are determined
simultaneously.

● Closure modeling is still up to the analyst: the

exact equations, like laboratory experiments,

help guide the modeling process.



How it works for a single material.

● Define the probability distribution function:

f(L%Po, UO, eo) ● @@-kdeO= jdlj

● Write down its total change:

af df Df

at

+uo”vf+ro”==fi

o

● Define the general moment:

(Qo)= / Qo(ro)f~ro

● This yields a moment generating equation:

a(:O)+V. (Qouo) = (Qo + Qov ● UO’ + o~~ro) /Q



● Define moments of int crest:

P= (/%)? P = (POW ~d W = (We)

● Use the continuum law for pure material:

/j. = –pov“ U()

/90Uo = –vp(-J
. —

po eo = –p(-J v “ U()

● Turn t,~e crank:

a
at

P

pu +V

——

p

pull + (Po@i)

pa-l + (Poeouh)

o
— Vp

–pv”u – (pov”u~)1
A3d7



I Extension to multiple materials. I

o Extend the phase space of ~:

f(~,x,Po, uo, eo, ~1,a2,..., aN)”

dpoduodeodqdq . . . dcqv

● Define moments of interest:

P = (Wpo) , Pu = (Wouo) , and p~ = (Qpoeo)

● Turn the crank:

PkUk

pkukllk + (Qpo+j)

Pkekuk + (~kpoeou~)

[

(Po&)

1=(Wpouo) + (Pou”+ ,

(wm~o) + (Po~o&J



● Use the cent inuum law for pure material:

po U() = –vp~+ v ‘ T()+ p~g

/3060= –pov”uo+(TO: eo)/2–v”qo

● Consider the pressure acceleration term:

(Qpouo) = -( Q%JO)

= -(cw)VP - (@kVP:)

= ‘6kVP – (VWP:} + (P~vQ)

● In which the equilibration pressure satisfies:

and we identify

ek= ~k~~k

as t,he volume fraction, in the equilibrium case,



Summary of Exact, Averaged, Equations.

d~k
~+v”~kuk k mass accumulation

= (po~~) k mass conversion

h.9

k

momentum accumulation

momentum conversion

Reynolds stress

equilibration messure
A A

body force

nonequilibrium

average stress

pressure

momentum exchange

A;.10



—— (poeob~)

–v ● ((lkpoeolli)

-(~k~,v ● Uo)

+ (a~ro:E())/2

–v 9(a~qo)

+ (qo ● Vw)

k

k

energy

energy

accumulation

conversion

fluctuational transport

multiphase

average

average

work

. ,.
dlsslpa,tlon

conduction

energy exchange



Frames of Reference. I
● Consider Leibnitz’ Rule relative to material k:

Rv+b”qkuk’s=Hqk
● And again relative to the mesh:

● hTow subtract:

d
;W +~v“qk(uk– “m) =

A(qk~)’)
At

● A “Lagra,ngian” scheme comes from let ting

u~ = u~

and using the kinematic rule

x~=u~

to establish the location of material k, —

A3, IL



~
Highlights of the CFDJ.IB method

● Finite–Volume scheme.

● State vector cell–centered.

● Cloupling accomplished with space--centered, time–
advanced fluxes of volume and momentum.

● Implicit in pressure acceleration, like the ICE
method; extension is to cell–centered variables.

● Implicit in exchange terms.



● Consider Classical MAC, with p =
u

T1

ii=un – AtVf
P u

Un+l = fi
– AtVfp

v. “U“+l = o

● Restate by eliminating un+l:

const.:

“ V.hln

Vc . (ii – AtVfp) = O

● Solve for p:

P=& 9VJIVC● ii

● Backsubstitute for Un+l:

un+l
= Un – AtVf ● UnUn – AtVfp

o or equivalently:

un+l
= Un

– AtVf ● u“ U“

+ AtVf(Vccvf)-lvc● Vf ● U“U”

– Vf(vc● vf)-wc● u“



● The cell–centered scheme has a similar flavor:

u*

un+l

Vc ● u“

● We eliminate

P

= (u”) - AtVfp

= Un– AtVc . (Un) U* – AtVjp

—— o a3P
J

u*, and solve for p:

= &(vc● Vj)-’vc● (Un)

● Then backsubstitute for un+l:

u?2+1
= Un – AtVc , (Un) U* – Atvc (p)

Q Which is equivalent to:

un+l
= u“

– AtVc ~(Un) (Un)

+ Atvc ● (Un) Vf(V.● Vf)-lVcs(Un”)

- v. ((v. ● Vf)-wc 9 (Un))

● The reason this works is that the solenoidal
velocity u* is recognized as the flux of volume,
and used a,cc.ordingly.

43.:<



Physical-Chemical Kinetics. I

● Our goal is to account for phase change, heat

exchange, and chemical–reactions in a fully
cou~ led, implicit fashion.

● This yields the most robust integration, free of

time–splitting errors connected with separation
of these effects.

● One challenge is in handling the nonlinearities,
in a way that guarantees physically–realizable
(unique, equilibrium) solutions.

. Another challenge is to keep the accounting
straight for energy conservation.



● Physical-Chemical reaction kinetic equations can

be classified into three distinct functional forms:

(1) Mass Action Law (Arrhenius gas, burning
solid, cat alysis):

(2)Mass-Saturation Limited (adsorption, des-)
orption, pyrolysis):

(YYs= – :+1‘- Y:&)k(P, m,● ● .)

(3) Mass–Thermal–Saturation Limited (evapo-
ration, condensation):

j, = –V$+l(T,”+l – T:t)k(p,2’, T.aJ

. Typically only a subset of reactions are stoi-
chiornetrically independent. Accordingly, onl y
a subset of species can undergo independent
changes in concentration.



● The abbreviated energy equations are:

1

l#k ‘

r(k)

● Rarnshaw and Chang devised a method for a,single,
gas–phase reaction mechanism that yields a
time–accurate solution for small At, and the
equilibrium solution for large At (J, Comput.
Phys., 116, 359-364, 1995).

● We have devised a scheme with the same prop-
erties. Results from a constant-volume, time–

.dependent, decomposition of water vapor follow.

43,18
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Water Vapor Decomposition

H+ OZ<-->OH+O

HZ+ O<--> OH+H

HZO+ 0<--> 20H

Hz+ OH <--> H20 + H

H + H + HZO<--> H2+ HZO

H + O + HZO<--> OH+ HZO

H + OH + HZO<--> H20 + HZO

O + O + H20 <--> Oz + HZO
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“Immersed Boundary Method”

● Introduced by Peskin for blood flow in the human

heart, (J. Comput. Phys., 25, 220-252, 1977).

● Extended to suspension flow by Sulsky and Brack-
bill, (J. Comput. Phys. 96, 339-368, 1991).

● Currently being generalized for multiphase flow
problems in CFDLIB.

● Uses many elements of the FLIP scheme made
popular by Brackbill and Ruppel, (J. Comput.
Ph~sm 651314-3437 1986).

47.20



● The state vector is marched forward in time, in

the Lagrangian frame relative to a finite mass
of material.

● An underlying mesh of control volumes is used

to assist in computing the changes along the
Lagrangian trajectories.

● For example, consider the single–field incompress-
ible case, for which the state vector is:

{ }

o
mp7 Xp? up? Vp



● The state vector advances according to:

~n+l
P

= X; + At ~; U: S:P

n+l n+l
‘P ‘P = m;q - ivclm: - u:)s:p

c

n+l
‘P

= v;

O=v”u:

s Here ~ ~( )Cs~P represents a bilinear interpola,t ion
of data from mesh coordinates centered at XC,
in volume Vc,to the point x;.

● The velocity in the mesh coordinate frame is

defined:

d’c =u:– ~ (Vp)c + Atg
/%



● The “initial condition” is given by:

E~772;u; S:c expected momentum
u; = ——

E P
~nsn —

P Pc
expected mass

and

——
——

expected mass

expected volume

● In this, ~p( )pS& represents the transfer of data
from points Xp to mesh coordinates Xc. AS in

the classical FLIP scheme, we use S;, = S~p.

c Results from t,he ‘~Broken Dam Problem” follow.
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Attachment 4
Review of CFDLIB/Current Theory

Brian VanderHeyden

Energy Consemation
Pressure Force Models

Current Turbulence Models
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Review of CFDLIB /Current
Theory
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● Energy
Consewation

● Pressure Force
Models

● Turbulence Models



Energy Conservation
........................ .......,,.2.:,,,

e.<. ..,???,?? ..<:-..:,.?:-:,.:,: ..::.-’. :.:. ..
~fi=$ +,<.,.,..,,, . . . . . . . . . . . . ,,,,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,. . . . . . . . . . ,., ,:.:,:.:,~.:,:.. <~.:,.,~.?.<.:<.:,.yc<:f<x~

Choose Q. = a~poeo

where a. material s selector

Po material density in V

e. internal energy per unit mass

Use
1.

pe ––poVao +jtr(ro40)-V”qooo—

Insert in generalized conservation equation assuming ~oeo

is a collisional invariant:



Energy Conservation
i~,y~f~~~~.<~.,.,.,.................,.,......................‘J.,.?.X+:W.,:..:;,.::.,,.:,,,Y..:,,.,,:.,,:..:,:..:,....... ;:.!,,:,,*~~:+::>y<:<:~,:,.,*s::::::,?;k::2:z2::,:,?2:?.::.::*.,:,:.?2,::,,:; .....................,...................,::.:,,,<,.:,:.,:;~:j.;,.>.:xf;.;;,

=(Po@s)

-V. (~,poeou,)

-v@(Lt.pov● Uo)

J(a,lr(rowo))

-v● (a,qo)

+(qo●V(X,}

Rateof changein expecteds energyat a point

net sourceofs internalenergydue tos massconversion

multiphasefluctuationaltransportof internalenergy

workterm

averageviscousdissipation

thermaltransportdue to molecularconduction

energyexchangedue to molecularconduction



Work & Mass Exchange Terms

Massconservation:
ap tiz,J+v”p$l,=—
d v

[)1 h,
MaterialCompressibiL.. ~=-– —P

1
d

~, @ , = PO,+,)J

SpecificHeatRelation:



Temperature Equation

d~,—=
dt ;( h)-J h”-,+

–v ● (a,poeou,)‘+

)–pv ● (aJu;+

-(”r:+v”as”l)
+“ho‘d+
-V. (a5qO)+

(% “v%)

enthalpyexchange

compressiblework

fluctuationaltransport

fluctua[ionalwork

II 1! 1)

averageviscousdissipation

molecularconduction

energy exchange



Energy Exchange
..*:M*:::R.*..........=....,..,,.~~~~-.......X......*$..,..:.,............. .::fifi::!:;#R+.*v*N\.,.:.y\;w\.*.$.S::,.>,..X.C.?,:,:,.,i.,:,:,:,.,:,::.:.,.,.,.,..,..:.....:.... ......,.:.:..,y.j:::.,,:,y::,!~,v$,::,thy.

where for a single sphere in a mid

6k
R — ; NuS1 —

d
P

where

Ah = 2 +0.6 ReO-5PrO-33

.

.



Class Energy Equation>tm:cw:,c-.:.,.,:, ........................:.,:‘..,. ,::~,.:,,:~:,:~~:j~.,..........:,...:,:..,...........,,.,............~$jp,,,+,.,,.,.:...:,,~,~....,,,,.....,.,.,. ,,.................,..,.>,..W<<<<,,..,.,,,.,.,.,,,.,,,...,.,.:,.........
●

●

●

●

Group species s(k) with identical mean velocities and
temperatures into class k.

Sum species s(k) transport equations to obtain class
k equation.

Group exchange terms as “intra” and “inter” class
exchange.

Use mixture thermodynamic/transport coefficients for
each class as defined by sum over species
equations:



● For simplicity, drop fluctuation, conduction and
dissipation terms

● Assume calorically perfect materials

dTk_ lippkcPk — ‘k~kp~ +dt



Pressure Force Models
Expected Pressure Acceleration:

+xkvpo)=

Decompose

–ekvp

-(vakpo)

‘(d% )

mean pressure force

conservative force

exchange force

pressure deviations:

‘V(akin)

‘(ifrvvak)

streaming force, close packing force

exchange due to surface pressure deviations



Types of Forces
.,.,...:,..:,:.:.,.,.:.,,...:, ..

‘.-s%?s?. >>,.>......... ... .. . . .. .. ...... ....,........... .,:.,.., ;; !:;;,;;::~fi>~$~<~
~w%:%.,.,.:..,-.:.:-..,.,...,.,..,.,.%.:.-,<.,:. ..:.:. ,,,,,,,:,,.:..... ,.,,.,..,,,,,.,,,,,,,,,,.,,,,,,.,..,), ,. . . . . . . . . . . . . . . . . . . . . . . Wwm.,. ,.

Drag:

Added Mass:

Lift Force :

(pdavak)= ~eke,ck,(~-~)

1

(p~oVa~) = ~OkOILu(Vuk -(Vuk)T)@, -u,)
1

Close Packing Force: V(a,pjV) = V(ekpokc;kf (0,,0=,,))

Streaming force: (v ~Po~‘ZipepV(akpJ = 1
)

for continuous fluid

\.J



Some 2-Fluid Drag Models
$s$:,<$><:>:;% .:-:$:.:.’ .:.:.‘.: .,, ,,,,,,,,..

. . . ‘:: ::.::.:.::.:..:=sw-w~,..:..... .... .... .............. ... ..... ... ..
?.:?:::.:,::>.::+.::::.................. :.. .:, ...,,,,,,,.,.,,.............. .... .....,

Particle in Fluid:

K“=*IU, -.LI

P

24
L“=q+—

6
ReP ‘(l+~Re )

P

~e =%-o,
P

L’
f

Particle - Particle: Ergun:



Current Turbulence Implementation
.,>w..,~,.3..,.= ,..,.s?#7... ...... ,.,.,.......-,..,.:-.:.;:..-;:: : :....~~:: :.;;.:,:.:l.:,: ::};:;.,++. ,,.. . , .,,,.,...,.,.,.,

-7,.x,22&.:.:...,:>,~y. , . . . . . . . . . ...>.... ,., . . . . ., ,.. .’”‘ti~.....:’... :',',::::':.::::':':,:,:,:.:-:.:.:.:.:.:?,.l.7.t....<..

● Multimaterial constant eddy viscosity

● Multimaterial Prandtl mixing length
model

o I’Vlultimaterial k, k-epsilon



Current Turbulence Models

du
~ = –v. pkRt +...“ ds P&Rk = (%PAU; ) R~ = –;k~ + 2v#k

k,= #@,

Boussinesqstressclosure

r 1 t 1

I vk = conshnt constanteddy visemity model II v*=[;Jr@,ms,) Prandtl mixing length mculel

vk=[, ,kk One- equation model
dk
J= V.(p,vLVk,)+ PIVAtr(S, . VU,) -e,

“ dr

“k– epsilon-
dEb
— = 0.77V“(/?#~V&k)+b$@~##(Sk -Vuk)- ].%$

‘k d k k



One-Eq~ation Model Calculation of Developed
Solid Riser Flow

Gas-

● 100 micron particles; 1,2 cm turbulent length scales

~ Solid_Volume_Fraction

One-Constant Turbulon- MI C@lcultilon of G-s-Solld RIsor Flow
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One-EquationModel Calculationof DevelpedGas-Solid
RiserFlow
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Attachment 5
Review of CFDLIB/Current Theory

Nely Padial

Parallel Implementation and Results
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CFDLIB and Parallel Computation

1- Parallel Problems

2- a. Massive Parallel Processing (MPP)

b. Virtual Machines

3- Terminology: Cowwration
Host

Task

Spawn a task

.- .—.-____ .__ ———-—.—



-,
- ,.\:
. .
--

. . .

,,’- ,
.,. ,.,

,..!.,,

,., ,

,.

.,, .,
. /wi1



Efficiency

1-

2-

Computation in each processor.

Commu

a- PVM

b-MPl

\ication among processors or hosts:

(UNCOL)

c- Cray High

--

Speed Data Transfer (SHMEM, F--)

-. -— .-



.—

Parallelization of CFDLIB:

1- Apportioning the work:

a. PE = O : 1/0; Calculations common to all blocks.

b. PE >0: iblk = mytask,nblks,nupro

Example: 15 blocks, 4 tasks (0,1 ,2,3)

PE1 with iblk= 1,15,3 (1,4,7,10,13)

PE2 with iblk = 2,15,3 (2,5,8,11,14)

PE3 with iblk = 3,15,3 (3,6,9,12,15)



— _— —

2. Rewriting the subroutines:

a. Routines dealing with calculations in each block need

not to be changed (LIBSRC).

b. Drivers that send work to the various processors

to be changed a little.

c. Communication routines were rewritten.
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Pro8wre Contour
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subroutine kal?cc (u, ~,nadd)

3 c.m..m..m.m . . . . . . . . . . . ..a...m.m . . . . . ..~.B.* . . . . . . . . . ..m.m . . . . ..mmmm.

4C This routine perfonae lntu-block c~caclor. tore~ll-canterd
SC uxaY w.

;:
le
19

x
22
23
24
25
:$

28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

::
49
50
51
52
53

::
56
57
5e
59

;:

63
64
6S
66
67
6%

!:
71
?2

cm9mmmm-mm9mmmmmwmmmmwmmmmmmmwmmmwmmm-mmmm-mm.mmmmmmmmmmmmmmmmmwm-mmmm9.

im@icit doubl~ precision (a-h,o-z)
iacluda ‘c-ack’
include ‘uncol.c~.h’
includa ‘uncol_headu.h’
di-ion w(”)
dimmuion w8al(200,4#*l) , wu(200,4#*l)

cmmmmmmwmmmm9mmmwmmmwmmmw9m-mmmmmmmmmmmmmmmmm9mmm--m9mmmmmmmm9mmmmmmmmm-

tin = second (nopriat) ‘
do 50 -

i
● l,nd

dO 4 iblk ● min~:~~;ka,nupro
ibpp -i
mob

i
Y= w (iblk)a- * (j&mc-l)”amsz(i.blk)

dO d ib = 1,4
if (nh(l,ib,iblk) no. O) then

11 = iLEc(ih, iblk)*i8elbc (ib, iblkj+i3bc (ib,iblk)
12 ● 12be[ib, iblk)+ldsl& (ib, iblk)-13bc (ib,iblk) ●2

-0::i;c : &~2ii3&(ib,iblk)

wsan(ic,ib, ibpp) = w(ic*mmbj)
cnddo
imm ■ in
jblk = nke(l,ib,iblk)
W9Pk = (jblk-1)/nupro + 1

● blk - [
1 8%

-l)%upro - uunad
Insgtag ■ blk + 1 0 O-lb +400000*j&u + nadd

‘f c~~-~?~ro~~n~ay~~a%ymgt sg ,waen (1., ib, lLPP) ,200 )
else

~: la = nbc(2,ib,iblk)-
- l,ism

=ec[is,jb,jbpp) = wsaa(ia,ib,ibpp)
Cn4ao

andif
endi f

20 continue
40 continue

dO 42 :blk ■

hO 12 jb
if (nb

pn:ch;:+ke,nupro

%’]~d( blk}”nad + (jkw-l)”msz(jblk)

Ac(l,jb~’blk) .ne. O) thm
ifi~jb.eq. (2,jb,jblk) or.

i
bnbc(2,jb, jblk).eq.5) than

■ ~l&(jb, jblk)+i3&(j ,jblk)
11 = i2&(jb, jblL; -i3bc(jb,jblk) ‘2
13 =-i3bc(jb,jblk)

il&(jb, jblk)+i3bc (jb,jblk)
i21x(jb, jblk)-i31x (jb,jblk) ●2
i3bc(jb,jblk)

nbc(l, b,jblk)
1(iblk- ),/nupro + 1

iblk -
‘% !

-l)”nu ro - rmrad
iblk + 100 00”nbc( ,jb,jblk) +
nadd

4ooooo”janu

if (my-taak no. itask)
& ::11 r-=r$al~s .(it~k,-gtag,-ec (l,jb,j’bpp) ,200)

doi;c = 11,12,13
-18+1

w(ic+umbj) = wroc(is,jb,jWp)
alddo

73
-.———_

mdif
74 22 continu9
75 42 continua
76 50 continua
77 c-l.u.n=9n--=n.-==n-wmuwD-w.-mmna=.9n===n-wm-wn=--..w...w-n9Dm-Dwmmw.9mww

70 tout = stiond (noprint)
;; 9ec(3) - SOC(3) + tout - tin

and



;
wbroutin~ ixac (w, _, MdU)

3 cmm . . ..m . . . . . . . . . ..mm . . ..mm . . ..m . . ..m.m . . ..m . . ..* . . . . . . ..m . . . . . . ..m...m.

This roucina puforma intar-block c~cation !or call-cantord
:: tiray w.

;: Calld by; l&lRRcE NW3 ROB
CS118:

9 c-.mwmmm-mmm.mmmmm..mmm-.mmm..9mmmmw9...mmmmmmmm.mmm..m.m..m...m...mm.wm

?. o ~licit doubla precision [a-h,o-a)
11 iacluti ‘e-k’
12 iluluda ‘Uncol.c-.h’

ilWIUdO ‘uncol_hoadar.h’
:: pointw [iptr,r-wl ,

,

diwuion w(.)
:: d-ion r-w(’) “
17 C.mm-mmmwn.-wmm9=mm..-..mwm--w=m.m-m-.wm9m9mw.wmmw9-w-..-...m.r...-..mmm

tin = ●ocond (aoprint)

c&l;Orin~yic (l,nuprol

i
- l,IKm2

60 4 iblk - dllic,nblk.s,nupro
-b

1
: fi(ibllc)%m2 + (jti-l)*msz[i.blk)

QoOib
if ~~(l,ib,iblk) .80. O) -

!
I

= n& l,ib,iblk
= nM 2,ib,iblk I

k - (jblk-l),hupro + i
ntask

1
● jblk - [ m-l)*&upro - ~d

flobj _ aob(jblk Q- ● (j~-l)%sz(jblk)
~ (W,its~(nt_k) ,21,4)

‘~~;jb-4”FZ’~bjl?;?!ii~ ii, blk
Mbc(2,jb,jb lk).q .5) #8n

●l:;
:~;~~j~j;;~~-i3ti( jb,jblk~e2

1
- ilbc( b, blk)+i3hc( b, blk)

;
H

H● i2bc( b, blk)-l~bc( b, blk)*2
~; ~ ■ i3bc( b, blk)

11 ● ilbc(ib, iblk)+itilbc (ib, iblk)+i3bc (ib,iblk)
12 = i2bc(ib, iblk;+i8albc (ib, iblk)-i3bc(ib, iblk)*2

1
nob 1
aoc : ~b&&ii&iblk) ~

nobjl = nobjl’+ j3
r_w(nobjl) = w(ic+mobj)

Onddo
andif

20 continu~
40 continu.
50 continua

52
53 call mMLquiat
54 call ring_8mc
55

(1
(l,nupro)

S6 Cm=mmmmm-m==mmw=rimmm==mm=-wmm=mm=mm-=9m-mmmmm=wm9--mmwm--mm-99m9-9mm0=-9

ii - tout : :gm; (noprint)
50 SU(3) + tout - tin
59 8nd

.
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Attachment 6
Telluride/Pagosa

Doug Kothe



EXPERIENCESIN HIGH-PERFORMANCE COMPUTING: THE TELHJRIDE
AND PAGOSA PROJECTS

Douglas B. Kothe

Theoretical Division
Fluid Dynamics Group T-3

MS-B216
Los Alamos National Laboratory

Los Alamos, NM 87545

E-mail: dbk@mizzou.lanl, gov
Group EIome Page: http:llgnarly.lcml. gov/Home.html

Personal Home Page: http:l/info-semer.lanl.gov:522711?-1+097301
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PARALLEL COMPUTING

●

●

●

●

●

●

cooperativeeffort of many individualprocessors,each working on its own

portion of the problem in parallel with the others

Results are communicated between processors when necessary

‘llvo principal parallel computing strategies:

Data Parallel (SIMD): processors perform their operations in lockstep under the

control of a master processor

Explicit Message Passing (SPMD, MIMD): processors operate independently

using potentially different instructions, with work coordinated via explicit message

passing of messages

Data parallel machines: CM-2(M),CM-5

Message passing machines: nCUBE2, Cray T3D, Paragon, clusters

Hybrid machines: CM-5

h Flti DynamicsGmq T-3 Los Alamos-



DATA PARALLEL VERSl~S MESSAGE PASSING

Benefits of the data para!lel approach:

High potential concurrency (proportional to quantity of data)

Potential for high performance

Easy to construct data parallel applications

Data layout is performed by compiler

High-level language support

Compiler-determined machine-usage decisions

Benefits of themessage passing approach:

More portable code

Enables communication of data between any 2 processors

More suitable for complex geometries using unstructured data

Allows explicit conti-ol owr data and task partitioning

Allows explicit control over communication and synchronization

Better performance?

Fhd DymmicsGroupT-3 Los Alamos



TELLURIDE: A MODERN CASTING SIMUL#.TION TOOL

I
I

.

.

.

.

.

-

.

High-Pe&orrnance: designed to meet the TI?lop/TByte requirements necessary for
reliable modeling of fine-scale microstructural features

Leveraged: built upon successful fmmewcrk establkhed by our recent DOE/DP
simulation tools (PAGOSA)

High-~kie@ incorporates state-of-the-art high-resolution finite-volume
algorithms

Realislic: integrates all relevant processes of fluid flow, heat flow, solidification,

species diflusion, and interface dynamics in complex 3-D mold/part geometries

Flexible, Porlablc, and Moduiar: adapts to the changing needs of users, executes

on high-performance computing platforms, and is designed with reusable software

User-Friendly: housed inside a modem graphical user interface

Objecf-Orienfed built with high-level language (F90, C++) constructs

Accountable: will be validated with Industry and National Lab data

An integral componcn! ofLAMMP



FUNCTIONAL ADVANCES IN CASTING SIMULATION WITH TELLURIDE

●

✎

●

.

Address effds of mold filling with greater fidelity

Faithful representation of ct)h@’d~ moidlpart geometries via unstructured grids

Accurate models for inteflace kinematics and dynamics enable better prediction of
post-fill temperature, velocity, and porosity distribution

Address fine-scale microstructural effects of solidification and melt convection
with high-resolution simulations and improved physical models

Resolved casting simulations: TFloplTByte requirements!

Parallel algori(hnzs for modem MPP platforms are required

High resolution enables better prediction of gate/riser location, mold boundary
heat transfer, part shrinkage, residual stresses

- High resolution enables improved models for solidification growth and
propagation, solute redistribution, me!t convection

h FM DynamicsGmq T-3 Los Alamosc
* ~esarlnmlvs



MOTIVATION AND RATIONALE FOR DEVELOPMENT OF A NEW
CASTING SIMULATION TOOL

I

Resolved casting simulations demand high performance computing

Opportunity to incorporate more detailed microstructural models

LANL expertise in development and application of high resolution numerical
methods pro des a sound basis:

3-D conformal and unstructured meshing of comp~exgeometries

Robust andwc~ratehydrodynamicalgorithms

High order schemes for material movement

Accurate and reliable methods for tracking fluid interfaces and solidification

fronts

Robust and efficient linear equation solvers

Physically-based models for surface tension, phase change, solidification, etc.

Parallel algorithm development

Micrwtructural theory model development

FluidDynamicsGroupT-3 Los Alamos



INFLUENCE OF MELT CONVECTION ON MICROSTRUCTURE

“ Melt convection patterns (fluid flow) rwmlt in large scale soiute transport

● Potentially large microstruchual impact

- Compositional differences over the entire casting (macrosegregation)

- Acceleration of columnar-to-equiaxed transition

- Dendrite fragmentation, clustering, and collision

- Reduction of solute boundary layer

- Frequently promotes fine-scale microstructure

● Recently received considerable attention, but remains poorly understood

● Numerical modeling of melt convection is in need of improvement

- Collaborating with academia on a promising volume-averaged multi-field model

FluidDymmicsGmq T-3 Los Alamosh



TELLURIDE: Physical Model

—

“ Hydrodynamics

“ Interface kinematics: volume tracking

● Interface dynamics: surface tension, phase change

● Momentum diffusion

● Thermal transport

● Solidification model

“ Species (solute) diffusion

● Strength model

● Geometry: generalized unstructured hexahedra

● Portable to all modern computing platforms

● MP paradigm: explicit message passing

L
c- FluidDynamics Group T-3 Los Alamos
n Pqc U d D VI??5



I

I TELLURIDE: Hydrodynamic Algorithm

● Solve Navier-Stokes equations with an approximate projection method

- Introduced by J. Bell (LLNL)

- Refined recently by W. Rider (LANL)

L●

Control volume method, with all fluid variables collocated at cell centers

Godunov-like upwind advection scheme

Computational domain: generalized unstructured hexahedra

Second order accuracy in time and space

Linear equation solvers: Krylov-subspace schemes (PCG, GMRES, TFQ.MR)

Written from scratch in F90 (selected algorithms being explored in C++)

Build upon framework proven successful in RIPPLE and PAGOSA

<’-

Fluid Dynamics GrcqI T-3 Los Alamoso
Pl,c9cJ2nflf7fl$



/ IWOOFFERS MANY NEW FEATURES THAT ARE WELL-SUITED FOR
HIGH-PERFORMANCE SCIENTIFIC COMPUTING

I

F77 is a subset

New free source form

Array processing

Important for vector and parallel computers

Enables concise constructs

A multitude of new intrinsic functions that act on whole arrays

Derived types, modul~ and generic functions (operator overloading)

Enables data abstraction, language exlension, and many of the features required

for object-oriented programming

Pointers and dynamic data structures

Parameterized data types

Solves the portability problems inherent in F77

Recursion, numerical inquiry and manipulation functions

Consult URL http:/llenti.rned. umn.edu/-mwdl’’fqfhtmlml for F90 info

b Fhd OynamicsGrOq T-3 Los Alamos
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F90 DERIVED TYPES: A POWERFUL TOOL FOR ENCAPSULATING
RELATED DATA

1

MODULE MESH_MODULE MODULE MATL_MODULE

LBa k_maMe @ &5Er_maluie

~ MESI_COdNECTIV~ lype MATERIAl

...ceil Wrhx rnmltmm; mm alrl c ...Maleriaikkmliier
anlnltmr~edllam

m @d = Nr_lYPE), ~rlk) :: N@Jr_dl
rnle@r (kid - lNT_TYPE):: Id

qpw m = ~-m~o -:$’::%:% c
mtqer (hxl = m.1-vm), cblwmmq

.,.vollrmefmclbn
maI(kM=13EAL_lWE) :: W

...Fa rnmbrs ~ nitleaCh~dmCboYr c ...-
- @~= ~–~-). a@DII(d~) :: F=_* red (Wd = REN_lYPE) :: Rho

...CZJUPE rndxlr, “ cd PE nrmberacrosseachtam
m (lid= N-v?%’%

c ,..Enlt@Iy
ma! (kind = REAL_TVPE) :: Em

inwger (hd = m_TvPE), dinmtsh(nk) ::*>
c

...BCat edl -
,..

m Ofi’Kl= INT_TYPE),
real(Wd = REAL_TVPE) :: K

dmwm&@fc) :: Br_vel ! WWty

- w = ~-~wl : (nk) ::Ec~ !pmssure
mm= lNT_lwE), =

E ..Cusarllprr35wmehe81
(nk) :: Bc_lerrv! Ienql mal(WKI. REAL_TVPE):: Cp

ad ~ MESH_~NECTIViTY errJ~ MATERIPL

d mdlkl rw6i_rrrccw en-lmodukmatl-mdde

● New physical models: add new attributes to previously defined modules

● Only module files change with new physics: rest of source is untouched
● Module size and content: determined dynamically at runtime

● Similar to C structures and C++ classes



TELLWUDE F%) EXAMPLE: COMPUTE CELL VOLUMES

SUEIRXITNE CEIL_ VOLUME (WI, W, Vsnm) c .,.L p mr l=, ~lrlalklg Ule con Volulm

- --~ dal. l,rrk
Imo rrlesh_rndrA i

Wleclcaw(f)
u wlox_~ -(l)! =’(~ 4.s7-3)

VI-8

-~ V2.4
V3-7

~ ~mrll- v49B
~ “~.tf V5.3

V6-4
c -..-——— .-.

c ...- -m & arrmyE ~(dher slda)
~—-—— —.— .-— — ...

WIS PEW.C-ONNKTMW), drnaQ@nc4u), in!wn (IN) :: W ●rd aalwl
w (lfERTEX_DATA;, dinwmmI (rmw!aa), inmrl (IN) :: Verlex

w &L~Hw. C4mmb@=b), i-lml (Ouq .: Ck4 Xl - Xn(vl.:) + Xn(v2,:)
YI _ Yn(vl,.) + Yn(v2,:)

c ——— —.———.—.—.... ..

c Had9m6ar’mp
21- Zr$fl ,:) + Zn(vz,:)
X2= Xn(v3,:) + Xn(v4,:)

~———-—— -.. —.- .——.—. Y2 = Yn(v3,:) + Yn(v4,:)
22- zrr(v3,:) + Zl[v4,:)

~w- lNT_TYPEl 1, V1, V2, V3, V4, V5, ‘V6 X3 - Xn(vS,:) + Xn(v6,:)

rd(kind- REAL_TYPE), &lumlOn (nvc.rbxlb) ‘: Xn, Yn, Zn Y3 - Yn(v5,:) + Yrr(W,:)

rud (kid - REM_TYPE), &llorlskJrl (ncalb) :: xl, Yl, 21,
4

n - ,Z’I(V5,”)+Zn(w,:)
x2,Y2,22,x3,Y3,23

Cei?%Vdun* . Cell%Vdum
~——-———–—--—- 6 + X1”(Y273 - WZ2)

& + Y1.( X3-22 - X2”Z3)

c ...*ltm I’da Cadirmma illm & + Z1. (WY3 - xrY2)
c blalwpmarw6 Xn. Yn, and Zn ad da

d v2c_ral_v_al (ml, Vomx%x, Madl) Cdl%Vdunm . twdtlWCdl%Vdunm
cal v2c_-_v_al ~n, ***Y, Me9h)
d v2c_ru!_v_d (zll, vortex w) Old R@ralbne cdl_vcrllmm

%
Flud DynamicsGrmqIT-3 Los Alamos.
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TELLURZDE F90 EXAMPLE: GATHER VERTEX DATA TO CELLS

SU~TINE V2C_REAL_V_AU (Dnl, Sm, M@

in@Lm mm

-— -. —.—---- ...—- —.. —.. .—. —.—
c ...~l -m& WMP
c .-—-—- ——.———————-.——.————

OP W~_--~Im, fimbn@-), MM (IN)::Mmh
lnl@ld. mEAL_lwE), ~ (nnoda), inwtqw):: sm
d ~ - REM_TYPE). ** (Inm,flcaq, blbm(wl)::Dal

c ..H-km& map
*— ———-— —.-. —-- .——-. —. —.-. .—.—-.. —..

Dut-zom

c ..mmvwnan
dov. l,m

N-.
Ihqv,.) . =-”)~

The communication is
isolated here in the
indirect addressing

Message passing (MPI)
routines will be called
here on multiprocessor
systems

* 13af2alv7m5



BUILDING EFFICIENT, PORTABLE CODE

●

✎

●

●

9

Current state of computing:

Computation hardware is similar on all systems (RISC+ cache)

Good single-PE compilers

Communication hardware varies between systems and is evolving rapidly

Software design goals:

Exploit compilers as much as possible

Isolate communication in a few routines

Data parallel paradigm is good for physics, but not yet portable

Need flexibility of message passing in pefiorrning certain functions

Solution: F90 with MPI-based communication library

Benefits:

Easy to maintain and develop

Portable, ready for future hardware evolution (e.g., SMPS)

Easily optimized for a particular system

% Flud Dynamics ~ T-3 Los Alamos



SOIWWARE PARALLELIZATION STRATEGY

●

.

For MPPs or heterogeneous clusters:

Partition the mesh into sub-meshes with proven domain decomposition methods

Allocate one or more submeshes to each processing element (PE)

Load balance by partitioning dynamically (if necessary)

Exploit data parallel paradigm for sub-mesh data residing on individual PEs

Use advanced F90 features extensively

Source code is clean, concise, readable, easy-to-maintain, and portable!

Physics modules are separate from Iow-level architecture-specific constructs

Cell-to-cell communication is implemented with “black-box” guther/scatter
functions that reside in a separate communication library

Architecture-specific details remain hidden in the communication and I/O

libraries: physics modules do not change across platjiorms

\
c-

Fkki DynamicsGmqI T-3 Los Alamos



DESIGN STRATEGY SOFFWARE LAYERS

I

Computation optimized by
compiler

Customized by user

Insures library portability

Currently MPI, but d~gned
to evolve with hardware. Can
be optimized for a particular
platform.

User Application

I

. User Communication Calls

Communication Library

. Communication Layer Interface

. System Communication Layer

I

mdDylmms Glxql T-3 Los Alamos



PARALLEL COMMUNICATION LIBRARY FOR UNSTRUCTURED GRID
SIMULATION TOOLS

● Developed in collaboration with a parallel software expert (Robert Ferrell)

“ Designed for:

- Parallelization of workstation clusters and SMPS through message passing

- Any MPP that supports message passing (CM5, Cray-T3D, Paragon)

● A handfhl of MPI routines currently handle all message passing functions

● Portability depends upon availability of MPI

- Currently an accepted standard, available as freeware for all UNIX platforms

- Being optimized and integrated into the IBM operating system

● Usd by developers of physics models and numerical algorithms as a black box

● Should plug into unstructured grid simulation tools with little mw!ification

- Written in C; callable from Fortran, C, or Cw

~
FM~GmlQ T-3 Los Alamos-



GA~ER DATAFROM NODES TO ELEMENTS

13
~PE-D

offPErmdea

P
.
2

I

PMJ ---

oflPE_

Step 1: Load node data that must go &-F% into a communication buffer (tmdeCommBuff8f)
Step 2: Send data in communication buffer to buffcm in destination PEs (oflPE_)
Step 3: Gather node data to elements from on-PE (rides) and off-PE @ffPEnd@ buffers

Flld DymmkaGmlp T-3 Los Alamos



SCAITER DATA FROM ELEMENTS TO NODES

elemam - IiTxl IFml. dmmmi—

\

\
{

n

n

I

Step 1: Scatter element data to on-PE nodes (twk) and off-PE buffers (MPE_)
Step 2 Send data in off-PE buffer to communication buffer in destimtion PEs (mxkCofnmBuifef)
Step 3: Scatter element data in communication buffer (nodeCommBuflw)tonodes(muks)

fwi DymnlksGKnQ T-3 Los Alamos
~ mdmwss



I TELLURIDE: GRAPHICAL USER INTERFACE (GUI)

“ A powerfid interface for users and developers

“ Developed with a ‘WJI-buikler” known as lkl/Tk

“ GUI-builders decrease GUI development time

“ Tcl/Tk is

- Based on a simple scripting language

- Freeware - ideal for portable code

- Fast becoming a “standard”

● GL!! must be a part of modern simulation tools because they

- Decrease softwaredevelopment time md increase user productivity

- Aid in widespread dissemination, use, and acceptance of the sofkware

● Consult WWW site http: //qmrly .lad .gm/HomB .html

Rki DymmiaBQfol@ T-3 Los Alamos



TELLURIDE STATUS

Design of a modern, flexible data structure

Ideal for meshes that do not possess regular comectivity

Fully parallelized - supports arbitrary partitioning for multiple processors

A unique and accurate interface tracking method is in place

Designed for complex 3-D geometries

More reliable mold%lling simulations will soon be possible

Convected solidification tints will be highly resolved

A robust heat flow model is in place

Utilizes a state-of”che-~ parallelized linear equation solver library

A unique, fully second-order finite-volume algorithm will improve results

Reliable fixed-grid enthalpy-based solidification models are ~lng implemented



TELLURIDESTATUS

.

●

-

.

.

●

9

.

●

Portability issues have been addreswed

Gather/matter communication library is currently being written

Enables portable parallel execution based on the explicit message-passing
paradigm

Integration of principal hydrodynamic algorithm components

Three main phases per cycle: Remap, Corrector, md Projection

Remap phase: currently being implemented

Corrector/Projection phases: before end of FY95

Versatile and modern linear equation solver library

New EM)library based on Krylov-subspace methods

Designed and well-suited for unstructured meshes

Important collaborations have been established industry and academia

FhMDymmic8cmup T-3 Los Alamos



PAGOSA HISTORY

● Began as a research project in October 1989:

- Can modern CFD algorithms perform efficiently on parallel architectures?

- What new methods and algorithms must be developed for parallel machines?

- Can the increase CPU speed and memory capacity afforded by parallel computers
be fully utilized?

“ Goal: quantitative accuracy and predictive capability of 3-3) flows and high-
rate deformation in real geometries

FMd Dyrmmics~ T-3 Los Alamos



PAGOSA PHYSICS

●

●

●

●

●

●

●

●

●

Compressible, 3-D hydrodynamics

(h-point turbulence models

Elastic-plastic material deformation

Material flow ti constitutive models

Material damage models

Analytic and tabular EOS

Pressure relaxation models

Reactive HE burn models

The kitchen sink

for pure materials

for EOS of mixtures of materials

rhMDynmmicsQ T-3 Los Alamos



I PAGOSA NUMERICAL MODEL

3-D computational domain partitioned in Cartesian geometry into logically-

connected orthogonal hexahedra

Continuum mechanical conservation laws are solved with finite-difference
approximations in the Eulerian frame

Simulation is marched forward in time with a computational cycle comprised
of two phases:

Lagrangian phase: explicit predictor-corrector time integration

A~veclion phase: third-order, directionally-split upwind scheme of van Leer

Material interfaces are resolved accurately with a PLIC volume-tracking
algorithm

Written in data parallel fashion with CMF (Connection Machine Fortran)

FM Dyrmm&~ T-3 Los Alamos
G- &?5dmwlm



I EVOLUTION OF INTERFACIAL FLOW MODELING AT LOS ALAMOS

“ 1960s:

- PIC method: particles represent fluid

- MAC method: particles represent interfaces (SMAC)

- Lagrangian method: mesh follows interfaces (LINC)

“ 1970s:

- VOF method: volume fractions represent interfaces (SOLA-VOF)

“ 1980s:

- Dramatic improvement of VOF methods (NASA SOLA-VOF, NASA VOF2D

NASA VOF3D, CAVEAT, MESA2D, MESA3D, RIPPLE, ...)

- Dramatic improvement of PIC methcxls (FLIP code family)

● 1990s:

- Three-dimensional VOF and PIC capabilities made readily available (PAGOSA,

TELLURIDE, CAVEA13D, CIC-3 suit of AMR ccxies, CELESTE3D)

* Fwll)ymmks Gnn.qIT-3 Los Alamos
~mdmwm



I INTERFACIAL FLOW MODELING WITH VOF: IMPROVEMENTS SINCE
“SOLA-VOF”

●

●

●

●

●

●

●

●

●

Volume tracking is much more accurate

Much impmved smfiice tension model (CSF)

Linear eqaation solvers are much f~er and more robust

Montoniq high order (2nd - 4th) advection algorithms

Better resolution of flow transients (2nd order accuracy in time)

Much improved projection methods

Algorithm typically iinite volume+ therefore amenable to body-fitted meshes

Threedimensiomd capabilities are the norm rather than the exception

Portablq parallelized software

+
4

mid Dylmfmsc3m@T-3 Los Alamos



FOR MORE INFO . . .

1. C. Zernac~ DB. Kothe, and T. Chaumauzeau, Three-Dimensional Volume-lhcking of Fluid Interfaces on
Generalized Hexahedral Meshes, daument in preparation.

2. D.B. Kothe and WL Rider, Stretching and Tearing Interface ‘Ilacking Methods, Technical Report AIAA 95-
1717, to b presented at the 12th AIM CFD Conference June 19-22, San Diego, CA (1995).

3. D.B. Kothe and WJ. Rider, Comments on Modeling Interracial Flows with Volume-of-Fluid Methods,
submitted to J. Comput. Phys. (1995).

4. WJ. Rider, Da. Kothe, SJ. Mosso, J.H. Cerutti, and J.I. Hcxhstefi Accurate Solution Algorithms for
Incompressible Multiph~ Flo~ Technical Report AIAA 95-0699, presented at the 33rd Aerospace Sciences
Meeting ad Exhibig January 9-12, Reno, NV (1995).

5. J1. Hochsteim TA. Fletcher, and D.B. Kothe, A Computational Model for Solidifying FIo~ Technical Report
AIAA 95-0503, presented at the 33rd Aerosp~e Sciences Meeting and lhh.ibi~ Januq 9-12, Reno, NV (1995).

6. D.B. Kothe, et al., PAGOSA: A Massively-parallel, Multi-Material Hydrodynamics Model for Three-
Dimensional High-Speed Flow and High-Rate Material Deformation, in proceedings of the 1993 SCS
Simulation Muhiconference: High Performance Computing, March 29--April 1 (1993).

7. D.B. Kothe and R.C. Mjolsness, RIPPLE: A New Model for Incompresibk Flows with Free Surfaces, W
Journal .30,2694-2700 (1992).

8. J.U. Brackbill, D.B. Kothe. ad C. Zemach, A Continuum Method For Modeling Surface ‘Maim, J. Comput.
Phys. 100, 335–354 (1992).

9. J.U. Brwkbti, D.B. Kothe, and HAL RuppeL FLIP: A lmw-Dissipation, Patiicle-in-Cell Method for Fluid
F!(IW, compu~ Phys. Commun. 48,25-38 (1988).
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Multiphase Reynolds Stress Transport Modeling
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Mult@hase Reynolds Stress Transport

Modeling
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Multiphase Reynolds Stress

till
P

k

k
— = -V. p~R~+...
dt pkRk = (akpoukuk)

Select QO= ak~OuOuO

Usemicroandmacromassandmomentumconservationequations

Insertingeneralizedconservationequationassumingno~l-collisionalinvariance:

k

~=jVODk+p’+Ok-Ek -M’+Ek+C’+Cpk-2(QXRk +RkXQ)

.



Single-Phase-Like Terms

l?=
Y –R@_Rk

ark ‘kJxk

‘:=(U’P’(%+:))’P’
(( &; &k

E; = ak rojk—
1)

-J /p’
&k + ‘o’ ark

mean flow ~dient prcxluction

diffusionflux

pressure strain

dissipation

compressibilityy production



Pure Multiphase Terms

dak)/pk

& k
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Multiphase Production& Exchange
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Generalized Multiphase Bmssinesq
Closure

● Examine homogeneous limit

● Invert tensor algebralc equation

● Obtain true tensorial form of stress

● Obtain dependence of eddy
slip velocity

viscosity on
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SpectralModels

Consider a “TwmPoint” Generalization of the Reynolds Stress Tensor (for a
Single Fluid)

.

Ru(x1,x2,t) = (u;(x,,t)u;(x2,t))

Derive an exact transport equation via Navier-Stokes,
coordinates:

and (1) change

X1=-
2

(%+X2). r=xl -x2

(2) Fourier Transform with respect to the relative cmrdinate, r , and (3)
perform angular integrations to reduce the vector-k spaceto a scalar k-space;

Ru(xl, x2, t)~Ru(X, r,t)&Ru(X, k,t)&Rti(X, k,t)

Result: A spectral model of the turbulent Reynolds stress, related to the
“single-point” engii~eeringmodel by integration over wavenumber;

RU(XJ)=~Ru(X,LZ)dk=2~Eu(X,M)dk
o

where the “Energy Spectrum” E(k,t)
K(t) is

K(X, t)=

o

is En~(k,t), the turbulent kinetic energy

jE(X,k,t)dk
o

Requires no dissipation equation, or length-scale equation.
Permits computation of “non-equilibrium” turbulence.
Cost of direct numerical solution is much more costly than using a spectral
model, which is more costly then using an engineering closure.



Turbulence and Symmetry

“A turbulent flow, initialized at t=() in some arbitrary way, may relax, after
some transient @3d, to a self-similar flow.”

The turbulence may satisfy the same symmetries and scaling as the
governing quations, i.e., the Navier-Stokes Equations.

Self-Similarity originates in invariance of the turbulence dynamics under a
group of transformations, e.g., space-time transformations such as (for
isotropic)

t’= pt, (time scaling),

t’= t+ to (time tmnslation),

r = d’, (length sealing).

Consider a scaling subgroup, py = c; for which an invariant solution obeys

P3y-2E(k,t)=15(p-yk, -tO +p(t + to)).

This can be shown to have a solution of the form (Kannan-Howarth)

E(k)/) = K(t) L(t)f(kL(t)),

wherefl~) satisfies an auxiliary equation given by a theory, model, Navier-
Stokes etc. Time dependencies are

K(t)= & (l+t/tO)-yK, L(t) = &,(l+t/to)y,
and

yK=2-2y.

This agrees precisely with K-E closures and with results from (all?) spectral
models for isotropic turbulence.
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Self-Similarity and Engineering Closures

Assertion: Single-Point (Engineering) closures can be ~ correct in
the limit of spectral self-similarity.

Consider the self-similar form for turbulence at high Reynolds number
subjected to a homogeneous mean flow velocity gradient;

Ev(k,t) = K(t) L(t) fu(kL(t)).

In general, eachf~is different. During free decay, (upon releasing the mean
flow strain or shear) the spectrum tends asymptotically towards the form

E(k, t) = K(t) L(t)f (U(t)).
and

18 E(k,t) = ~ti(r)L(t)~(kL(l))~Jk, t)= Eu(k, t)-y ~

where

Ru(t)= ;l?U(k, t)=;
(

R@(k,t) - ;8tiRmfl(k, t)
)

Simple Group analysis (and the spectral model) predicts the same time

dependencies of ~U(t) and K(t). Hence the anisotropy, given by

q.(t)
bti(t) = —

K(t) ‘

asymptotes to a constant--No Lmng-Term Return to Isotropy!

Conclusion: The detailed process of “Return Toward Isotropy” is a non-
equilibrium process, not accurately depicted by engineering closures.

Example:Experiment of Uberoi & Wallis (J. Fluid Mech. 24, 1979).

Lesson: One should not ask “too much” of an engineering closure.



Construction of Engineering Closures
From Spectral Closures

(1) Determine the appropriate similarity group for the problem class.
-Might bean approximation.
-In conjunction with direct computation of the spectral model, and

direct numerical simulation.

(2)Determine the self-similar form of the spectra.

(3) Substitute the self-similar expression into the spectral model equations,
and take “appropriate” k-space moments.

“Appropriate” moments may be a product of the tastes of the
researcher. E.G., does one want a dissipation rate equation or a length
scale equation?

(4)Model coefficients will depend on spectral moments and are determined
by the details of the self-similar forms produced by the spectral model.

Example: K-& -b~ models constructed from self-similar form for
homogeneous mean-flow form.

K-Equution

where

% =Ji’uw”
o



&-Equation

where
3m-2

&Q=~,

[

1 3m-2+ 1 ~(m)ge2.;~–—)a Inn(m) ‘

&j(m)
Aj=—Inn(m)’

and



where



Conclusion

Symmetry considerations and transformation groups provide a frame work
to view the behavior of turbulence and closures without resort to ad-hoc
modeling hypothesis.

Spectral models provide a much richer picture of the dynamics of turbulence
and mix than do engineering closures, but at a greater computational cost.

In the limit of self-similarity (where a group transformation applies)
engineering closures can be derived rigorously from spectral closures.

Likewise, the absence of any such self-similarity might indicate that the
engineering closure is, at best, approximate.

Future

Presently incorporating effects of helicity (“swirl”) which adds an additional
level of complexity to the modeling and direct numerical simulations.

Additional self-similarities ?

Derivation of multi-scale models or “reduced spectral” models for use in
large computer codes;

Applicable to non-self-similar turbulence.
More tractable than full spectral closure.
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Review of the 1st Industrial Energy
Efficiency Symposium and Expo

Industry/Federal/ University Symposium,
Highlighting the DOE-OIT “Industries of the
Future” Program, which includes:

– Chemicals

– Petroleum Refining

– Forest Products

– Glass

– Aluminum

– Metal Czsting

- steel



Industry/National Laboratory
Collaborations for the

“Industries of the Future”

● “viflual Laboratories”- Centers of Excellence
—Coordinating Council with All Laboratories Represented
— Working Groups for All Stated Industry Needs with

Laboratory Peer Review

– One Stop Shopping
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Some thoughts on a potential CFD consortium
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Computational Fluid Dynamics (CFD)

~ A wide variety of CFD tools developed fir other industries (aerospace,

●utomotive, and power) are currently being used to solve problems in the chemical
prmess industry (CM). Although CFD is having an impact, the available tools
clearly have limitations for many ●pplications unique to the CPL This is especially
tcue for ap@ations that require coupling of chemical reactions with fluid
mechanics. Examples of CPI apedfic problems that are not satisfactorily addressed
include:

● fully turbulent reacting flow

● multiphase flows (reacting or not)

● viscoelastic Iaminar flows with free surfaces (polyn~er melt into a die)

Many of the physical models and advanced numerics nded to address these
problems exist, however they are slow to be incorporated into readily available and
fully supported CFD tools. Another general limitation of available CFD tools is the
lack of a common chemical engineering infrastmxtu.re to allow linking with CPI
programs for physical and chemia.1 property databases.

JLiSiQn~ themlof*e fum, CFDWWbe used along with other modeling tcmls
for optimization of existing product lines and for reduced time to market for new
products/processes. In this role, CFD will be spedfically used to help guide and
shorten the cycle for experimental optimization and scaleup.

~ The prinapal challenge is to produce a CID tool that is tailored to the
needs of the CPL This will require effective collaboration between those with
tdmology (CPI and federal labs), those with n=d (CPI), those with resources
(industry and federal government), and those that can provide support (commercial
software vendors). Success will also require progress in the areas of software and
computing. Common to applications of CFD in other industries, progress is paced
by growth in computational power and its effective use. The promise of parallel
computing has been limited by software development and code portability issues
that are am.sed mainly by the lack of a parallel computer architecture standard.

Ctitiumwdadm We will know we are successful when we can use CFD to
model a significantly wider range of CPI-specific problems, with turnaround times
that facilitate its use in the design process. Examples of CPIqwcific problems that
CFD should solve include:
● Combustion and related high temperature gas-phase systeb~ (e. g., incineration,

thermally activated reactions, gasification, light hydrocarbon production)
● Mu.ltiphase mixing in a tank with baffles and an impeller (e. g., polymer



production)
s Polymer processing with non-Newtonian rheology in extmders and dies (e. g.,

plastic film production)
● Dense multiphase turbulent flows (c. g., solids conveying)
● Dense mukiphase tu.rident reacting flows (e. g., ceramics production)
● Crystallization with particle nucleation and growth (e. g., caustic production)

Second, we will know we are successful when this software tool is in the form of a
single commerdal quality CFD platform that is not only usable by dedicated
sped.ists, but by Imowledgeable generalists, as well. Finally, we will lmow we are
successful when this software platform allows rapid incorporation of new
developments as CPI needs evolve and as simulation technology matures (software,
hardware, numerics, models).

Strat~ The initial task is to prioritize CPI simulation
needs. This would be followed by a general state-of-theart assessment of available
codes and of current knowledge, theory, and methods relative to these needs. In
parallel, flexible so-are paradigms would be explored for a new base code. Based
on the results of these tasks, a clearly defined development path could be defined for
the new CFD tool.

Ref. March 2, 1995 letter tiom Tyler Thompson (Dow Chemical) to Dale Schaefer
(DOE) and attachment: Computational Fluid Dynamics for the Chemical Processing
Industry
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Corn utational Fluid Dynamics for the
8 heroical Processing industry

Jntr duc ono ti
Si@cant effortshavebeenmade to develop CPD packag~ that are ●pplicableto the

aerospace, the ●utomotive, and the electric powa indualxies. h packageshave k
d to solve problemsir theChemkalPrwessIndustry(CPI). However,U other
rndusties, theCPI has apmial ~ of problans not add.reaA by ~t F~g~. ht
work at Dow sought to d- projectsof interest to the CFl and to identify limiting
shortcomings in mmmercMCFDaoftware ‘Ihisworkhasdemonstintedthe valueof CPD
to the CPI, and has identified three broad areas of application in which the ●vailable
computational tools am not adequate for our needs. (1) SimUMon of fully turbulent
m*g flow system. Smw-t ckmical product’im is baaed UpOnqrt p~
of reacting systems, this ability is aitical to Implicationsm the CPL (2) ‘llw simulation of
Iwveraltypes of multi-phaw flows (reatig or not). (3) Timdependent, ~
dimensional viwoelasti laminm flow with a free surface, such as flow of a polymermelt
into a die. Collaborative efforts between the CPI, aeveml Herd ~ Uorato*,
and establislwd hardware and software vmdors could help faditate development and
irnpIernentation of new CPD packages focwd on problems pcific to the CPL

Dow, Battde Pacific Northw4 M, and other parti- are hying to aaMMMhe CPI’s
rnt=t in organizing a =a.nA team and funding to ●ddress the development and
implermmtation of the next generation of CFD, focuwxi a reading flow systmis, multiphase
systems, andpolymer systems. Information presented hem details issues important to the
(TI rdatd to this proposal Fksults from an informal stuwey of Dow CFD UMISand their
counterpart from other chemical companies are also presented.

Issues of Developing CFD for the CPI
A uitical issue of this effort is identifying the technical objectives and approach.
Questions such as: “why ● new CFD pachge for the CPI?”, “what’s wrong with existing
commerdal progranu?”, and “what am the great ‘challenges’ the CPI must solve to be
competitive in the next cenhuy?” must ~ considered

Why a new CFD package for tht CPI?

Developing a new code ASdriven by the need to solve “hard” problems important to the CPI.
A “Hard” problem might include: (1) a complex 3-D geometxy with sharp grad.knts (e.g.,
shock wavss, highly exothetic reactions, or Iow<oncentmUon non-accumulating reactive
intermediates that are both produced and consumed at high rates); (2) non-hivial reaction
kinetiti confounded with turbulence; and (3) non+teady-state multiphase reacting flow
with radiative heat transfer. Implementing one commtiqu.ality CFD computer
progmm throughout a company, with provision for future support and IiAwr development
is also central to this projecL
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Why not existing commercial packages?

A difficulty with current CFD codes is the time mqdred to bring new tech.dogy to market.
Generally, wcrk at research laboratories is not incorporated into mmmemid codes for many
years. This is due, m part, to the current architx of CFD CC6ts — implementation
means 8 “new rewrite”! Generally, current CPf) packages

● do not fully utilize available computational horsepower (e.g., parallel computing);

● do not include available submodela of key subpmceaaes (e.g., cqatal nucleation and
growth), or the submodels aren’t coupled properly (Le., turbukw and chemis~);

“do not fully utilize leading edge numerical methods (e.g., ●daptive gridding) or
theoretical methods (e.g., advanced pdf-based tUrb&nm models);

● do not have a common chemical enginazing infrastmcture to allow linking to canmon CPI
programs (e.g., phySfLCSd& chemical properties databases).

What are the “Grand Challertges” for the CPI?

Some of the “hard” problems thatCR) should solve include:

● Combustion and related high-temperature gas-phase systems (e.g., incineratio~
thermally activated reactions, gasification, light hydrocarbon production).

● Multi-phase mixing in a tank with baffles and an impeller (e.g., polymer production).

● Polymer processing with non-Newtonian rheology in extruders and d~%(e.g., plastic film
production)

● Iknse mukiphase turbulent flows (e.g., solids conveying)

● Dense muhiphase turbulent reacting flows (e.g., ceramics production)

● Crystallization with particle nucleation and growth (e.g., caustic production)

CFD Today and Tomo~ ~.

Current work at Dow shows that CFD is used to solve real problems today! Typical
applications included: rotary kiln incinerators, gas scrubbin~ drying ovens, thermal
oxidatiom packed bed reactors, storage bin ventilation, crystallization, polymer extrusion,
general mixing vessels, dust separation, impeller design, caustic evaporators, ceramic
production, retention basin flow, manbrane flow, liquid flow in polymer beds, degassin~
and atomization nozzle design. In many of these projects, a key limitation has been
coupling reactions with the fluid mechanics.

Recent development of new approaches to modeling turbulent mixing (e.g., pdf methods,
linear eddy methods, large eddy simulations) and to coupling full reaction kinetics with
turlxdence (e.g., dynamic mechan%mreduction) suggests that modeling turbulent reacting
flows on today’s computers is possible. However, given the rapid rate of development for
hardware (parallel architecture), software (advanced numerics for parallel machines),
and technology (submodel development), together with recentadvances in object oriented
progr arnming it would be wise to develop a “new”base code on which to bu.2d.

It is desirable to design a “plug-and-play” code to allow easy insertion of new submodels
and new solution algorithms on various hardware platforms. This is done using an object-
oriented stmcture so a user selects sub-models and applicable solvers for the available
hardware platform when developing a specific model for a problem. The new “plug-and-
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WHa,*_td8rn~_~*uwa-mHM4
Sppn3d= 711iawouldmqUim weralprtnezatkOrn tilemdtereSewdtcornmunity#
thesofhvare venldom#and almpuluhardware vmdorh AnOtiwr CMUlhgradhtaa

v~ Suppom lhe COAdkYng7qetooI -:e~m~
m nirtanindushy ti~iapsudtdn gdwsttds matmalw llle~
level of intematicnldCaqMrMm““ snddmoperating nwrginsmdc eitmmharder.

Results of Inltlal CPI Survey

Comments from Dow CPD Users

him rqosMa hom b’s cm w communityare listedbelow:

*7heproject wale~atnbitious; is toomuch promised? ‘IlteprOpoA projatia
based a ~t work ●t ammmlU.S.resard tituthxts.

“ WilJ this k a totally new de, not M man aisting de? Given the proposed
codes~itwouldbimpowibk tomodifyanexiding code. Of~,
experknce will b a basis for future effm to rduce development time.

● ❞ thermdting de istotally ‘new-, do mull- it ufier tk demlqmenf
phase?ThiswiUbe decided by the parlnera-. butit most likely will k an ●xisting
software vendor with their support staff aud facilities.

● Giorn our limiti understanding of hrbuknce, and its @et on reactions, can w hope
to acc+ish this pmjcct? We are solving real problems with turbuht reacting
flow today — we do our best with the tmls we have. A platfon that allows rapid
impkmattaticm cdnew understanding is ● aitical cen~t ofthisprcjscL

● How rodl partnersbe Uentijied,spes~lly w@Hwe md hardware wndors? The
idea is to aolidt pposala from each vendor and allow the (2PIpa.rkm to select
those thatbringh most to thepr@sct.

Comments from CF)3 Users from Other Chemical Companies

The following comments were gathered at a recent mseting of mpesentativaa from several
chemical companies.

“ Theproject goals n$ect cumnt CPI rwnts. Not surpising, since the main goal of the
project is rimed ●t the CPL

“ There are no pumllel architec~re standards upon which enduring codes can k built.
The propowd code must bebuilt indepmdent of cunnt mmputer architecture aimx
architecture will continue to clung: and the code must change along with it to be
usable.

hll.13
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●

●

●

●

why notjusthire8 de dn?elqm to implmcnt Se&ctd dmcsnun t8jbrtkcPJ
intt)uistingcds?Tlwbmd+i dapproa discostl yaruldrnno ts,llowtixnely
u*Kofnew Ur&sW&g “ and tedutobg’y.

WouZdadditional site presentations to rnsrder eornpnb k ~siWS h J&i?itate

-~ ? Bothpodble anddehtdes incethememkc aqsnksmw
atobe ~ofthis~ lldsisnotjuwa~~it~ts
developmentdacritbltdmdogy forthem

Atdniml 8messmm!#cumntupuWies#- cFDal&s, hrlthammsrcM
undjimtk@dml &&mtoriss,shcn&t&p@bmsd. Agenmlstate-of-tteart
~tofavailable cdesandof culrmtlmowkdge, theory,andmedlodsdlould
betkirdtialtask Eventogetstartd# though#wiure@efmuUng foruptoayear
forahighly expertandexperhd cum8t8ff~ipcrhap8 *omti~.

Guuwnnlmt-bmtiufyt hbprojectfsgoingtohqp?nl Mus@isnotable
toSuppoft *- levelofnon-pri)prietiq-ressualp-i iridividuslly ti
Collecdvely. Govemmmt mqprt would provide an e&dve mdtmusm“d
~fp-t for Colleboraticim

Conclusions
hdti~~k%g~ ~mlve=pd-tiy athdti~~
mww=,~vmbhm~~uma~bd~ti~ba
“&andCNImg&totheche mkalindushy. Itappearstht threisaneed foranw CPD
pacluge spdhlly d~gned to sd~ thteeprobkms for die CPL To swtaddy
develop this tool in a timely fashion will require several key @mdJertts irtclud.@

emmu’tt Suppom close Collabcmtim beWee!n M- 8nd rwearch laboratories,
;W-patioll by both software snd h8XiWH vendors, and ●basic - shift in CID
code struetum A new“plug-and-play” tool that till allow the rapid implmnentation of
new %chno!ogyfor industrial ●pplication is proposed. This new tad could help address
key issua needed to sl.=~ H environmentally safe chemical produdm in ~
profitable pnxesse.

And
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Additional Discussion
The following material provides some additional discussion of the importamt and
application of computdional jluid dynamics in tk chemical indushy. lt also addresses in
more &taa”lthe nesdjiw government@ding.

Computational fluid dynamics critical needs

Flow of matter and heat, with or without dwmical reacti~ is modeled and simulated m
many areas of p~ reseamh and development, and as part of envirmmental
stewardship. ?he following three topics have been identified by mseamh engineers in me
chemical company as key needed capabilities that are lacking or inadequate in Comrnercizd
software packages.

1. Turbulent reacting flow

Although CFD Shows great promise for improving he productivity and reducing the
environmental impact of chemical processes, the needs of the &emical industry have not
been ●dequately =ed by the existing onnmedal CFD vendors. Because their products
have evolved mainlyfrom the aerospace,●utomotive, and power industries, they have
@VIEIIahOItakift to problems iIIVOh?iIlgCOII@E%-Cd MCtiOItS,aI’bdtUIbdUlt reacting
flows in particular. Ilwre is much active research in universities and tied labs on
adaptive and moving grid methods, on modeling turbulence and multiphase flows, and on
improved algorithms for new high-perforxnane computers. ‘l’hecommerd vendors have
been slow to implement these advances in their products. Chemical cxxnpanies might ally
with partnem in the petrochemical industry, with aid from governmen~ to develop a ncw
CPDcodeorimprove anexisting onetom*ournseds.

L Multiphase flow

This includes solids in gas, solids in liquid, gas bubbles in liquid, liquid emulsions& latexes,
liquid sprays in gas. Multiphase flows are ubiquitous in the chemical promasing industry.
@r ability to SIUdy= and SimUht@the= flOWS is imporhnt fOK

L kai@rlgaaf4!dkfskYimfulMstQKandtlaLuss
h

~tid-. .mmsMtmstQmixlimkbaKdQussmiwn5



3. Timedependent modeling of viscoelastic polymer flows with ~e
surface

Plow of molten polymer into a mold or through a die is a typical application. The
calculation is particularly challenging when it must

Development & su port of sophisticated technical
rsoftware with a Iim ted market

The manufacturing industries in gen~ and the chemical process industry in particular,
are increasingly avid users of advanced, specidbd scientific and engineering software.
We am reluctant occasional developers of it. We value the quality of commercial
applicatiat software, with its refined user interfaces, user support, documentation and
sustained developmen~ Nevertheless, many companies have developed their own rn-
house codes because it was essential to their business and unavailable commercially. The
Dow Chemical Company has made some efforts to commerciahmtwo suchcomputer
programs, but we wish ithadn’tkn necessq. Seldomdoesa singkmanufacturing
company have either the incentive or the resources to do a good job at it There has been
much duplicated effort in many companies developing specWiA software that is inferior
compared to commmial standards. Such codes often beccme orphans and fall rnto disuse
because they do not keep up with newer science, better concepts in software archif .-, or
improved paradigms for user interfaces. And yet, fuxther development of such co k to
implement the latest scientific advances and raise them to the quality of fully commercial
software could have a major impact on the competitiveness of American manufactumrs.
Besides the cost savings from avoiding redundant efforts, major gabs are available from
vwderuse of fully supported, continuously improved, well documented, user-iiiendly
software. Typical in-house codes may only be used by spdalists, and sometimes only by
the small group of dentists who developed the code. The best commercial software is
usable by generalists: scientists and engineers who have a problem to solve or a pro@t to
fim.~, and don’t want to make a cueer out of technical computing.

1. cost

Manufacturing companies derive value from the application of technical software, not from
the exclusive ownership and sale of it. Commercial software companies, on the other
hand, find it difficult and expensive to develop, support, and sell specitid programs for
such sma!l markets. Because of thisgap between the needs of the manufacturing industry in
general and the economic priorities of individual companies, finanaal aid from government
wouJd have the potential for major impact. Aid might iidude CR4DA funding for federal
labomtories in consotiurn with several chemical companies to aid them in developing pre
commercial versions of scientific and engineering software. Suchan effortwould include
partnership with scientific software companies w!io would subsequently cornmemialize the
products. It may involve further development of existing federal lab codes, or it might fund
creation of a new code to meet an unmet need in a segment of the industry. Sane of the work
could be subcontracted to commercial software developm and universities, but direction of
projects should be under the control of the manufacturing companies. After a mrtain period
of technical development, the commercial version of SUCAsoftware would be offered for sale

)qIlllb
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2 Documentatio~ trairtin~ other support

3. U~dee, debugp@g

L Practical access by knowledgeable generalis~ vs. stateof-th-~
capabilities for the dedicated specialists

This Issueisaddreaaedexplidtly above, and is thekey to profitable uw by the widest
~t of industry. Itinthedefiningdiff~ thatdevatea ● computatid qp-
to the level where it can affect the productivity of the Whole industry. Researchenginm
of TheDow -d Compmy @*lY ~ - ~d OP-9
in COI1’ipUi=titifluid d-- (~) with -d reactiti, aimed ●t _ xg
the needs of tie ~ p~ ~d~@””

Authors

Dr. joaeph D. Smith Dr. Tyler B. lhompson

Engineering Research & Process Development Lab Cooperative Research

‘he Dow Chemhl Compmy lhe Low Chtical Comp~y

Building 734 Building 1801

Iufidland,MI 46667 Midland, Ml 48674

Phone 517-638-7982 Phone 517—63641W
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TrnE: BRAINSTORWDISCUSSION ON CONSORTIUMCENTER OF
EXCELLENCE

AuTmR@h William Brian Van&rHey&n, T-3

SIJBMI=D 10: Vie\vgraphsfor ReactiveiUultiphaseFlowSimulationWorkshop, Las
Alamos National Luboratoq, Los Alamos, New Mexico,May 18-19,
1995

By■mnco 01Ihh m’hcla, m plimhar r
pubwloabwld mlsmwrbumn, WIo.bsxmlotiSG, la “.s mwrmwltrxmlwm.

IZOmIIW h us f30vofwbw4 fcwnz ● fwwduwo, rowny-lrn 1-29 to Whh or fzwoduw Ih

Tlw La Almnon Naltil Latmml~ ~wls thal Iha ~bltshar dcnftly flus mkl. amwmh fmdoti u-r Hm au- ol Um U.S. ~flmnl ti EIWIUY

~@~ ~o~~~~ L.sAlarnos National L.~o~a~oyLosAlamo., New Mexico87545
~M NO.M R4
ST. NO ZOSSWI



Brainstorm /Discussion on Consortium/Center
of Excellence
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Needs - Theory

● Multiphase
Turbulence

● Exchange

● Granular stresses

● Electromagnetic
fields

● Radiation Transport

D



Needs-Experiment
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0 Tomography

● Probes

o Turbulence

~ Multifluid exchange



Needs-Numerical Methods
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Parallel methods

Immersed
boundaries

Implicit transport

Lagrangian fields

Unstructured Grids

Special boundaries

Higher level
languages
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Needs-Generic Simulations
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Bubble Columns

Stirred

Risers

Tanks

Immiscible liquids

Packed Beds

Fluid beds

Fractionation
equipment



Potential Consortium
Excellence

ICenter of

● Visionlhllission?
D) advance state-of-the-art
>} target computationlgrand

challenge?

● Structure

~ physical center?
>) virtual center?

● Leadership/diredion

z) board?

~ top dog?

● Membership
~ industry

~ academia

SJ sister labs
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● Meeting documentation

● Protocol/Letter of support

Company letterhead

Value of workshop

Interest in an expanded
workshop with academia/
sister labs

interest in further
collaboration

Interest in consortium or
center of excellence



XYZ COMPANY
LE’ITERHEAD

May 22, 1995

W. Brian VanderHcyden
‘Theoretical Division Fluid Dynamics Group
Los A.lanms National Minatory
Los Alamos, New Mexico 87545

Re: Rotocol Letter on Reactive Multiphase Flow Simulation Workshop& Gmsornum

Dear Mr. VanderHeyden:

As you know, I attended the Workshop on Reactive Multiphase Flow Simulation held at
Los Alamos National Laboratory on May 18& 19, 1995. I found the workshop very
interesting and informative. Without obligating myself or my company in anyway I would
like to stipulate that I = potential value in collaborative reseamh between industry and Los
A1.amoson reactive rmdtiphase flow simulationwhen! dual-usebenefitsexist. I further
support the idea of a more structured formal arrangement such as a consortium be.ween
Los A.lames, induszy, academia and other government lakratories whose missilm would
be to substantially advance the state-of-the-art in reactive multiphase flow simula ion. The
product of such an endeavor would cextainly yield significant benefits to both inacstry and
the government.

Please keep me infomw.d of further developments along these lines.

Sincerely,

Dilbext Q. Engineer
XYZ Company

A



‘Ilwpartoftbe workshw Ilikcdbestwas:

‘Ihepan ofthe workshop I liked least was:

Thisworkshopcould hnve ken improved by:

An industry/govcrnmc nt consonium on reiwtivc multiphascflow simulation should:

FAX (505-665-5926), e-mail (wbv@hmLgov),or mail to Brian VanderHeydcn, Mail Stop
B216, Theoretical Division Fluid Dynamics Group, Los Alamos National Labmmory,hs
AhUI’K)S, NM 87545




