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The development of CFD-DEM is critical for investigating particle phenomena and their coupling with reactor
transport. However, there continues to be considerable uncertainty in the selection ofmodel parameters because
of limitations in: (a) experimental measurements ofmulti-particle interactions, and (b) computational resources
which have restricted most numerical studies to 2D simulations, in very small-scale systems (<50k particles)
and/or to local sensitivity analysis. The focus of this study is to identify critical model parameters in 3D CFD-DEM
simulations offluidized beds throughmultivariate sensitivity analysis and quantify their impact on hydrodynam-
ics. Towards this end, thirteen model parameters are considered and the sampling design matrix is constructed
using theMorris-One-At-a-Time (MOAT) screeningmethod. 3D CFD-DEM simulationswith almost 170,000 glass
bead particles (0.4mm diameter) are conducted in a small rectangular pulsating fluidized bed, selected because
of its repeatable bubbling patterns. Detailed bubble and particle dynamics data from 250+ simulations show
that: (a) choosing exceedingly low normal spring stiffness has strong implications on particle velocities; (b)
the impact of all contact dissipation parameters (normal restitution, friction and tangential damping) is tightly
coupled and sensitivity to any one hinges on the choices of others; and (c) the stability of bubble patterns is
contingent on their choices and almost-ideal as well as extremely dissipative systems exhibit no patterns. In
addition, by investigating particle dynamics inside and around bubbles, we derive a working expression for the
optimal choice of spring stiffness. Overall, this first-of-its-kind analysis provides important guidelines for
CFD-DEM model parameter selection and the statistical framework developed here provides a robust strategy
for the fundamental investigation of other particle-scale phenomena and simulation-based reactor design and
optimization.
CFD-DEM, gas-solid fluidization, pulsating reactor, multivariate sensitivity, linear spring-dashpot model, spring
stiffness
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1. Introduction

Gas-solid fluidized bed reactors are commonly used in a wide range
of energy and chemical conversion processes because of their high heat
and mass transfer rates, thermal homogeneity and feedstock flexibility
[1]. Some of the most common applications include fluidized bed
reactors for coal and biomass gasification, fluid catalytic cracking
(FCC), chemical looping combustion, carbon capture, energy storage
applications and polymerization reactors [2–4]. Designing and optimiz-
ing the performance of these reactors continue to be challenging
because of several technical constraints and limited ability to run
echnology, Cambridge, MA 02139, U
non-intrusive diagnostics in the harsh conditions these reactors often
operate in. The development of credible Computational Fluid Dynamics
(CFD) based modeling and simulations tools along with high perfor-
mance computing resources is becoming increasingly valuable and
popular tool for the design, optimization, reliability and safety studies
of chemical-conversion systems.

There are several frameworks for modeling gas-solid flows with
varying accuracy and computational cost depending on the physical
fidelity to be achieved [5]. The most popular are the Eulerian-Eulerian
and the Eulerian-Lagrangian models. The former, popularly referred to
as continuum or multi-fluid models, represent particles collectively as
SA.
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Nomenclature

Common symbol definitions
d diameter
δ particle deformation
e restitution coefficient
ε volume fraction
f frequency
k spring stiffness
m particle mass
μ friction coefficient
μ∗ modified means of gradients
n number
η damping coefficient
ϕ phase
σ standard deviation of gradients
U superficial gas velocity
x lateral location

Common sub-scripts
b bubble-phase
g gas-phase
in plenum inlet
mf minimum fluidization
n normal
p particle
pd post-distributor
rms root mean square
s solids-phase
t tangential
w particle-wall
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inter-penetrating continua and the hydrodynamics are efficiently
predicted by solving PDEs similar to the Navier-Stokes equations of
single-phase fluid flows. While this representation makes simulating
large-scale reactors computationally tractable, the application of this
framework for complex particulate flows (e.g., mixing and segregation
of polydisperse mixtures, chemical conversion, adhesion, catalysis and
so on) continues to be challenging because the underlying physics are
either not well understood or accurate constitutive equations account-
ing for unresolved particle-scale phenomena are not available.

The coupled CFD-Discrete Element Modeling (CFD-DEM) approach
is useful because solid particles are individually tracked and their
collisions and interactions are resolved. The biggest drawback is their
exceedingly high demand for computational resources, as even small
scale-systems have millions of particles and simulation time-steps are
constrained by particle collision time-scales [6]. Nevertheless, their
high physical resolution makes them ideal for (a) the fundamental
investigation of particle-scale phenomena (e.g. [7–9]) and (b) providing
datasets for the development of constitutive equations (and subgrid
models) required by lower resolution approaches (e.g. [10, 11]).
CFD-DEM has been employed in a wide range of multiphysics,
multiscale applications such as fluidized beds [12–20], chemical conver-
sion reactors [21–23], environmental flow applications [24–26] and so
on.

All CFD-DEM frameworks can be broadly classified as either being
hard-sphere or soft-sphere approaches, which differ in their modeling
of collisions and particle (DEM) time-step. The hard-sphere approach
is based on instantaneous, pair-wise collisions of particles and is very
efficient formodeling extremely dilute systems. However, this approach
does not model enduring contact between particles (see [27] and
references therein). Towards more generalized and robust modeling
of particulate transport, Cundall and Strack [28] proposed the
soft-sphere approach in 1979. The overall premise of this framework
is that multiple particles are allowed to overlap during contact and the
net force is based on a parallel combination of spring anddashpot forces.
Severalmodels have been proposedwhich account for non-linearities in
the force-schemes (notably, Hertzian based contact) and allow the use
of artificially high time-steps for speeding-up simulations [29]. The
majority of published literature continues to use the soft-sphere
approach in its original manifestation, the linear spring dashpot (LSD)
model, because of its simplicity, and reasonable accuracy for different
applications [29, 30].

The LSD model computes the normal and tangential forces between
two contacting particles using a parallel combination of spring (conser-
vative) and dashpot (dissipative) representations. All particle collisions
and interactions, between themselves andwith thewalls, are character-
ized by mechanical properties: spring stiffness and dashpot damping,
alongwith Coulomb friction which determines the condition of slipping
on contact. Despite significant advances in experimental techniques,
there continues to be considerable uncertainty in the selection of appro-
priate model parameters in the LSD model because experimental
measurements are possible only for simplified (binary) normal
collisions, and estimating tangential interactions continues to be chal-
lenging [31]. The complexity is further compounded by the sensitivity
of these parameters to material manufacturing properties such as
surface roughness. It is not surprising that parametric estimation is
often a model tuning exercise through numerical experiments and
sensitivity analysis. Most investigations have focused on the spring
stiffness (which directly impacts simulation time-step), normal restitu-
tion and/or friction coefficients [32–40] with different findings and
conclusions. For instance, some studies conclude that friction and resti-
tution have little influence on the hydrodynamics, as long as there is
some route for energy dissipation [37, 39],while others show significant
sensitivities [34, 40]. While they provide valuable insights into the
fundamentals of particle interactions and their coupling with reactor-
scale transport, majority of these sensitivity studies are limited to, at
most, two model parameters and often with relatively low particle
count (≤ 50,000) for computational tractability. Since parametric inter-
actions are dynamic, non-linear and highly coupled, such an approach is
susceptible to bias with regard to the nominal choices of other parame-
ters. Similarly, for non-cohesive particles, the choice of spring stiffness is
shown to have little impact on bubbling dynamics [41–43] while other
studies indicate severe consequences on particle velocities [44, 45].
Although sensitivities (or the mere lack of) of numerical simulations
to the underlying model parameters are often application-specific,
these observations clearly demonstrate the need for considering
multiple, independent dynamic metrics such as bubble characteristics
and particle dynamics.

This study is part of a larger effort towards verification, validation
and uncertainty quantification of multiphase flow simulations using
the National Energy Technology Laboratory's open-source solver MFiX
[46–49]. We focus on identifying critical CFD-DEM model parameters
and their impact on the hydrodynamics in fluidized beds. A pulsating
fluidized bed is selected as a test case because of its organized bubbling
patterns. In these reactors, the oscillation in superficial gas flow can
significantly improve the fluidization quality and mass transfer by
controlling bubble formation and rise precisely [50–53]. Flow patterns
in these reactors have been subject to several numerical investigations
using both the Eulerian (e.g. [54, 55]) and CFD-DEM frameworks
(e.g. [56–58]). Coppens et al. [59] reported that homogeneous fluidiza-
tion conditions are most favorable for creating repeatable bubbling
patterns. Through their experiments in a pseudo-2D pulsating fluidized
bed, Coppens and van Ommen [60] observed regular, periodic bubble
patterns as manifestations of the fluid drag and particle frictional
interactions. These features are absent in continuum (Two-Fluid
Model) simulations [61, 62] but have been successfully reproduced in
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CFD-DEM simulations [63, 64]. Overall, since pulsating fluidized beds
dynamically oscillate between bubbling and granular-relaxation
dominated regimes, and produce repeatable bubbling patterns, they
offer excellent opportunity for the investigation and validation of
CFD-DEM simulations.

Numerical experiments are carried out on a lab-scale thin rectangu-
lar fluidized bed with cross-sectional area 5.0×0.5 cm 2 which accom-
modates approximately 170,000 glass bead particles (0.4 mm
diameter). The operating conditions, i.e. mean, amplitude and
frequency of inlet gas flow, are chosen so that repeatable, alternating
bubbling patterns are observed (see Fig. 2). This setup is suitable for
detailed CFD-DEM study, parametric analysis as well as experimental
measurements in the laboratory. Uncertain CFD-DEM model parame-
ters are identified based on rigorous literature survey and feedback
from NETL. In order to assess the significance of these parameters
systematically, we consider a simulation matrix by employing statisti-
cal-design-of-experiments with the aid of PSUADE (Problem Solving
environment for Uncertainty Analysis and Design Exploration), the
open source toolkit by Lawrence Livermore National Laboratory for
uncertainty quantification analysis. Next, 3D CFD-DEM simulations are
conducted for 40s of real time and all relevant data is processed at 50
Hz frequency for bubble statistics using MS3DATA (Multiphase-flow
Statistics using 3D Detection and Tracking Algorithm) [65] and particle
field metrics. Finally, the quantities of interest (QoIs) from all simula-
tions are aggregated for statistical analysis using PSUADE and MATLAB
scripts. More than 250 3D CFD-DEM simulations are conducted,
typically over 10–30 days on 40–80 cores each, making this one of the
most rigorous statistical analysis of dense-phase particulate flows.
Note that this study is focused on identifying critical model parameters
(amongmany uncertain ones) based on the ability of CFD-DEM simula-
tions to predict repeatable, alternating bubble patterns which are
observed under identical operating conditions in pulsating fluidized
beds. Direct, quantitative comparison of simulations with experimental
data is not presented here and will be discussed in subsequent studies
focused on validation (and calibration) of critical parameters identified
here.

In the following sections, the hydrodynamic model is first discussed
in Section 2, followed by a brief description of the statistical tools and
uncertain model parameters in Section 3. Section 4 details the simula-
tion setup and solver details and all related post-processing is described
in Section 5. Finally, results from sensitivity analyses alongwith detailed
investigation regarding the role of the identified critical parameters
(normal spring stiffness, restitution, friction and tangential damping)
are presented in Section 6.

2. Hydrodynamic model

The pulsating fluidized bed is simulated using MFiX version 2016–1
[66], NETL's open-source solver for simulating gas-solid flows. In MFIX-
DEM, the gas-phase is treated as a continuum using the Eulerian frame-
work, similar to traditional single-phase CFD, while the solid-phase is
modeled using discrete particles in a Lagrangian framework.

2.1. Gas-phase

The continuity and momentum equations, in the absence of phase-
change and chemical reactions are:

∂ εgρg

� �
∂t

þ ∇ � εgρgVg

� �
¼ 0 ð1Þ

D
Dt

εgρgVg

� �
¼ −εg∇p−∇ � εg��τg� �

−Sp þ εgρgg ð2Þ

where εg, ρg, Vg and Pg are the gas-phase volume fraction, density,
velocity vector and pressure (in the fluid grid cell), and g is the
acceleration due to gravity. Similar to single-phase CFD, the stress
tensor ��τg is computed as

��τg ¼ − 2μg
��Dg þ λg−

2
3
μg

� �
∇ � Vg
� ���I� 	

ð3Þ

where ��Dg ¼ 1
2 ½∇Vg þ ð∇VgÞT � is the strain rate tensor and μg and λg

are the dynamic and second coefficients of gas-phase viscosity. Sp repre-
sents the momentum exchange between the gas and particles, and is
modeled as

Sp ¼ 1
∀cell

X βi∀p
εs

Vg X i
� �

−V i
� �

ð4Þ

where βi is the momentum transfer coefficient (defined later) between
gas and particle i, Xi is the particle location vector and εs is the volume
averaged packing fraction. ∀p and ∀cell are the geometric volumes of
the particle and grid cell, respectively.

2.2. Solid-phase: Discrete element method (DEM)

For a mono-disperse system, the position, linear and angular veloci-
ties of the ith particle evolve according to Newton's second laws as:

dX i

dt
¼ V i ð5Þ

m
dV i

dt
¼ mgþ Fid þ Fic

I
dωi

dt
¼ τi

where m and I are the mass and moment of inertia of each particle.
Fdi is the total drag force (pressure and viscous), Fci is the net contact
force (interaction with other particles) and τi is the sum of all torques
acting on the ith particle.

The contact force between two particles i and j is based on the Linear
Spring and Dashpot (LSD) model proposed by Cundall and Strack [28].
In this approach, both the normal and tangential contact forces are
comprised of linear spring (conservative) and dashpot (dissipative)
components. The total normal force is given by

Fi; jn ¼ Fi; jn;S þ Fi; jn;D ¼ −knδnξn−ηnV
i; j
n ð6Þ

where kn is the spring stiffness, ηn is the dashpot damping, δn is the
overlap between two particles, ξn is the normal unit vector along the
particle radius and Vn

i, j is the normal component of the impact velocity

Vi; j
n ¼ Vi; j � ξn� � ξn ð7Þ

The normal collision of two particles can be solved analytically (with
initial conditions δn(t=0)= 0 and _δnðt ¼ 0Þ ¼ Vn0), and the collision
time tcol and maximum overlap δmax are related to kn and normal
restitution en through [32]

tcol ¼
ffiffiffiffiffiffiffi
me

kn

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 þ ln2en

p
ð8Þ

δmax ¼ Vn0

ffiffiffiffiffiffiffi
me

kn

r
exp −

arctan π= lnenð Þ
π= lnenð Þ

� �
ð9Þ

where me is the effective mass given by (1/mi + 1/mj)−1. ηn is also
adjusted based on tcol so that restitution en is recovered after the
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particles rebound:

ηn ¼ −
2

ffiffiffiffiffiffiffiffiffiffiffi
mekn

p
lnenj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

π2 þ ln2en
q ð10Þ

Note that both tcol and δmax increase as kn is reduced.While useful for
speeding-up simulations (particle collisions can be resolved in larger
time-steps), very lowvalues of kn can result in excessive particle overlap
which has severe implications on the bed hydrodynamics. This will be
discussed later in Section 6.3. Meanwhile, the tangential force is
modeled in a similar way (in terms of tangential spring stiffness kt and
damping coefficient ηt), with the added condition of slip/no-slip
imposed by Coulomb friction, i.e.

Fi; jt ¼
−ktδt−ηtV

i; j
t if Fi; jt ≤μ Fi; jn;S

��� ���
−μ Fi; jn;S
��� ���ξt otherwise

8><>: ð11Þ

where μ is the friction (kinetic) coefficient, ξt is the tangential unit
vector and the total tangential overlap δt (after the start of contact at
t0) is computed using

δt ¼
Z t

t0
Vi; j−Vi; j

n

� �
� ξt dt ð12Þ

In order to prevent unphysical elongation of tangential spring, the
tangential overlap is frozen at |Fn, Si, j |ξt/kt during frictional slip [67].

The tangential component of contact force also generates torque on
the ith particle that is given by

τi; j ¼ Liξn � Fi; jt ð13Þ

where Li is the distance from the particle center to the contact point.
Finally, the total drag force Fdi is:

Fid ¼ −∇Pg Xi
� �

∀i þ βi∀i

εi
Vg Xi
� �

−Vi
� �

ð14Þ

where Pg(Xi) is the average gas phase pressure at the particle
location Xi. In this study, the drag coefficient βi is calculated using the
Gidaspow model [68] which combines the Ergun and Wen-Yu equa-
tions for pressure drop in fixed and homogeneously fluidized beds,
respectively:

βi ¼
150

ε2s μg

εg dϕð Þ2
þ 1:75

εsρg Vg Xi
� �

−Vi
��� ���

dϕ
if εg < 0:8

3
4
Ci
d

εsε−1:65
g ρg Vg Xi

� �
−Vi

��� ���
dϕ

if εg ≥0:8

8>>>>>><>>>>>>:
ð15Þ

Ci
d ¼

24
Reiεg

1þ 0:15 Reiεg
� �0:687� �

if Reiεg < 1000

0:44 if Reiεg ≥1000

8>><>>:

Rei ¼
ρg Vg Xi

� �
−Vi

��� ���dϕ
μg

where ϕ is the particle sphericity. Further details on the governing
equations and their implementation in MFiX-DEM can be found in
[69, 70].
3. Statistical screening study for identifying influential parameters
among many

Sensitivity analysis conducted in this study is based on the non-in-
trusive uncertainty quantification technique i.e. the simulation software
is treated as a black box and UQ analysis is conducted by sampling
simulations using random or deterministic strategies. Such an approach
is particularly beneficial for complex computational models because
reformulations of the governing equations and/or structural changes
within the code are not required. For the screening study of CFD-DEM
model parameters, the MOAT method is employed because of its high
efficiency for screening sensitive parameters, which is particularly
desirable when sample evaluations are expensive. This method is
described mathematically in Section 3.1, followed by a brief survey of
uncertain parameters in Section 3.2 and modeling assumptions in
Section 3.3.

3.1. MOAT analysis

Several approaches for sensitivity analysis have been proposed in
the literature. Quantitative methods typically decompose output
variance into contributions of all input factors, making use of correlation
ratios, response surfaces, etc., but are often computationally expensive if
more than a few uncertain parameters are considered. On the other
hand, qualitative methods heuristically score the relative sensitivities
of parameters but do not provide quantitative description of absolute
sensitivities [71]. This lack of higher fidelity, though, makes them
computationally more efficient and often the preferred method for
parameter screening studies in complex systems with expensive simu-
lations (such as CFD-DEM) and where more than few parameters are
under consideration.

Some of the commonly used screening methods are Correlation
Analysis (CA) Morris-One-At-a-Time (MOAT), Multivariate Adaptive
Regression Splines (MARS) and Sum-Of-Trees (SOT) (see [71] and refer-
ences therein), with different sampling techniques and overall suitabil-
ity (e.g. somemethods are apt for screening sensitive parameters while
others identify insensitive ones). In this study, we employ the MOAT
method [72, 73] because of its lower computational burden [71] and
successful application to complex non-linear systems such as ecological
models [73–77], building energy [78, 79] and traffic flow [80, 81]
simulations.

The guiding principle of MOAT analysis is that the most influential
input parameters (or factors) can be identified based on two sensitivity
metrics: μ, which quantifies the overall influence of a factor on simula-
tion output and σ, which characterizes its higher order effects i.e. non-
linearity and coupled interactions with other factors. Each factor pi, i
= 1, …, n is discretized at l selected levels forming an n-dimensional
l-level gridΩ for numerical experimentation. The first sample is chosen
randomly and each subsequent sample is picked changing one-factor-
at-a-time (random walk), so that the elementary effect Fi of factor pi is
defined as

Fi � di Xð Þ ¼ y X þ eiΔð Þ−y Xð Þ
Δ

ð16Þ

X ¼ X1;…;Xi−1;Xi;Xiþ1;…;Xn

X þ eiΔ ¼ X1;…;Xi−1;Xi þ Δ;Xiþ1;…;Xn

where X represents coordinates of an arbitrary sample in the para-
metric space, y is the quantity (metric) of interest, ei is the unit vector
along the ith direction and Δ is chosen from [1/(l− 1), ...1− 1/(l− 1)]
so that both X and X+ eiΔ are still within Ω. Therefore, a trajectory of
n+ 1 sampled points, also called a replication, is required to quantify
elementary effects of n factors. Since this approach does not guarantee
equal-probability sampling from Ω, Morris suggested the use of
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r trajectories and evaluating the sensitivity measures μi and σi as the
average and standard deviation of the distribution of Fi. In this study,
the modified mean μ∗ proposed by Campolongo et al. 2007 [73] is
used which accounts for absolute elementary effects, i.e.

di Xð Þ ¼ yðXþ eiΔÞ−yðXÞ
Δ

���� ���� ð17Þ

in order to prevent opposing signs of gradients in the calculation of
μ∗. As is typical in sensitivity analyses, uncertain inputs are assumed to
be distributed uniformly in [0,1] interval, i.e., all possible values have
equal probability and then transformed to their actual ranges. l = 4
and Δ = 2/3 are chosen to ensure certain symmetric treatment of
inputs, while r is decided based on the statistical convergence of para-
metric rankings (discussed later in Section 6.2). More details regarding
this approach can be found in [72, 73].

3.2. Uncertain model input parameters

Model parameters considered uncertain in this study are listed in
Table 1. Choices for their nominal and range values (i.e., lower and
upper bounds) are based on commonly reported values in the literature
and feedback from domain experts at NETL. Note that in addition to
physical model parameters, model-specific numerical parameters
(P11\\P13) are also considered in order to evaluate their impact on
bubbling patterns and potentially reduce computational cost of 3D
CFD-DEM simulations for subsequent validation studies. For numerical
experimentation, all parameters are sampled at l = 4 equally spaced
levels within their ranges (e.g. inter-particle friction, P3, is discretized
at levels 0.05, 0.33, 0.62, 0.90). A brief survey of the parameters consid-
ered as uncertain in this study is presented below to provide the reader
more in-depth perspective on the parameters themselves and the
rationale for their selection.

Normal spring stiffness (particle-particle P1 and particle-wall P2)
Choice of the normal spring stiffness kn (and knw) critically affects

the computational tractability of CFD-DEM simulations, also shown
later in Section 6.3. This is because reducing kn increases the collision
contact time (Eq.(8)) which allows for higher DEM time-step and
speeds-up simulations. However, artificially low values of kn implicitly
allow for exceedingly high particle deformations which have adverse
implications on the accuracy of simulations. In fact, based on material
properties and restrictions on themaximum overlap (0.1–1.0% of parti-
cle diameter), very high values of spring stiffness ~O(106 − 107 N/m)
are recommended [30, 82]. These are seldom used in practice, however,
because of the prohibitive simulation cost even for very small scale
systems. On the other hand, there is evidence in literature that as long
as kn is sufficiently high, the precise value (order of magnitude) does
not make much difference to predictions [38, 42, 45]. Therefore, in
order to cover wide range in particle contact times, the inter-particle
normal spring stiffness kn is chosen as 10P1, where P1 is sampled at
four uniformly-spaced levels: 1.00, 1.67, 2.32, 3.00 corresponding to
kn = 10.0, 46.4, 215.4 and 1000.0 N/m, respectively (and similarly for
particle-wall normal stiffness). For this study, the upper limit is set at
1000 N/m in order to ensure computational feasibility and this choice
also ensures that almost all collisions (>99.999%) arewithin the accept-
able limit of 1% particle deformation (discussed in Section 6.3).

Friction coefficient (particle-particle P3 and particle-wall P4)
The friction coefficient μ depends on both surface roughness as well

as sliding velocities of particles. μ values in the range 0.05–0.90 have
been measured experimentally [31, 83, 84] and are often considered
for sensitivity studies of CFD-DEM simulations (e.g. [36, 38–40, 85, 86]).
Normal restitution (particle-particle P5 and particle-wall P6)
Most CFD-DEM simulation studies employ high normal restitution

coefficients (en ≥ 0.9) even though experimental measurements indi-
cate that, in addition to material properties, this parameter depends
on the impact velocity of two particles: collisions at higher velocities
are characterized by lower restitution [87, 88]. The recovered kinetic
energy also decreases significantly in the presence of liquid loading
(e.g. humidity) because of the formation of bridges between particles
[89, 90].

Tangential-normal spring stiffness ratio (particle-particle P7 and
particle-wall P8)

Due to the difficulties in measurement of tangential impact proper-
ties, these are often estimated based on different analytical and semi-
empirical approaches. Tangential-normal spring stiffness ratio kt/kn
depends on the structural properties and is approximately 2/3 for
most materials [38]. Shafer et al. [91] proposed 2/7 by conserving
time-periods of spring oscillations along the normal and tangential
directions for ideal uniform spheres. Deen et al. [27] recommended
using 2/7(π2 + ln2et)/(π2 + ln2en) based on energy balance criteria of
dissipative particle, although the determination of tangential restitution
et itself is challenging [31]. Nevertheless, these two expressions yield
similar values for nominal choices of en and et and arewithin the bounds
of kt/kn considered in this study.

Tangential-normal damping ratio (particle-particle P9 and
particle-wall P10)

Compared to other model coefficients, the choice of tangential
damping coefficient ηt has received significantly less attention. Deen
et al. [27] suggested that, similar to ηn Eq.(10), ηt is related to the
tangential restitution and spring stiffness coefficients. Based on their
recommendation, the ratio ηt/ηn can be simplified to 2/7(ln et/ ln en),
which is higher than 1 for commonly considered values of tangential
restitution coefficient (et ~ 0.3). Silbert et al. [38] reported minor differ-
ences as ηt/ηn was increased from 0 to 1: the system kinetic energy
decreased by 8% as more energy was drained out through rotational
damping. Based on their recommendations, the default choice of this
parameter in MFiX CFD-DEM simulations is 0.5 [86].

DEM time-steps for resolving collisions (P11)

The characteristic collision time-scale is C
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
me=kn

p
, where different

constants of proportionality have been prescribed previously (e.g. 2 by
Cundall and Strack [28], 2π by Tsuji et al. [92]). Particle collisions are
typically resolved in 5–50 time-steps, although the exact choice could
have significant impact on energy conservation and numerical stability
[93]. In MFiX, the collision time between all particles is resolved in 50
time-steps [86].

Tolerance for fluid equations. (P12)
At the end of each solver iteration, the sum of residuals for each

discretized conservation equation are computed and used as the solu-
tion convergence criterion. Lower choice of tolerance values, therefore,
ensure more accurate computations but also increase time-to-solution
for simulations. The default tolerance in MFiX is 10−3.

DEM-fluid grid interpolation width (P13)
Different methods have been proposed for distributing the solids

volume fraction onto the fluid grid for interphase (drag) coupling,
such as the divided particle-volume and diffusion-based methods
[17, 94–96]. For this study, the former is employed which distributes
the particle volume over adjoining cells based on the DEM-fluid grid
interpolationwidth: zero-width corresponds to thewidely used particle
centroidmethod (whereby the entire particle volume is considered if its
centroid lieswithin a fluid cell) while higher values smoothen the solids
fraction distribution over several fluid-cells but require excessive
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computation. Overall, this parameter is recommended in the range [dp,
2Δx], where dp is the particle diameter and Δx is the fluid-cell
dimension [86].

3.3. Assumptions

Model parameters considered for screening analysis pertain largely
to particle contacts. The analysis does not consider uncertainties in
operating conditions, other sub-models and interactions, as well as the
numerical framework (such as spatial or temporal discretization).
Some of these are:

• Gas-solid drag model: In this study, the Gidaspow drag model is
employed since it is based on measurements in packed and homoge-
neously fluidized beds. This model has been used extensively in the
literature for both Two-Fluid Model and CFD-DEM simulations, and
has beenpreviously shown to yield satisfactory predictions for thefluid-
ization of Geldart B particles at low superficial gas flows (see [62] and
references therein). However, for applications where the choice of
drag model is critical (for instance, circulating fluidization), the statisti-
cal framework must include uncertainty in its choice, in addition to
other CFD-DEM model parameters.

• Integration schemes: Because of its computational efficiency and
lower memory requirements, simulations presented here make use of
first order time-integration (default in MFiX). However, comparison of
integration schemes is not trivial for multiple simultaneous contacts,
especially in the presence of damping, and its choice is often less critical
than the use of proper soft models [97, 98]

• Operating conditions: Particle properties, superficial flow profile
and bed geometry are chosen to produce alternating pattern in bubble
flow. Since pulsating fluidized beds oscillate between regimes domi-
nated by bubble rise and granular relaxation, it is likely that conclusions
from this study are applicable to both freely bubbling beds as well as
granular flows. Nevertheless, the framework described here can be
easily extended to other applications.

Validating these working assumptions and quantifying their impact
are outside the scope of thiswork andwill be investigated inmore detail
in subsequent studies.

4. Simulation setup

Schematic illustration of the rectangular fluidized bed is shown in
Fig. 1. The fluidized bed consists of a plenum section, a porous steal
plate and a bed of glass beads (of diameter 400 μm and density of
2500 kg/m 3). Air velocity at the inlet of the plenum (3 mm wide) is
varied sinusoidally asUin=3.40+ 1.80 sin (2πft)m/s, where frequency
f = 5 Hz. The porous steal plate with thickness 3 mm and permeability
2.68 × 10−12m2 acts as a distributor plate with sufficient pressure drop
Table 1
Model parameters considered for sensitivity analysis of CFD-DEM simulations of gas-solid puls
rameters, respectively.

Label Model parameter

Physical representation Symbol

P 1 normal spring stiffness p-p (10 P1) kn
P 2 normal spring stiffness p-w (10 P2) knw
P 3 friction coefficient p-p μ
P 4 friction coefficient p-w μw
P 5 normal restitution p-p en
P 6 normal restitution p-w enw
P 7 tangential-normal stiffness ratio p-p kt/kn
P 8 tangential-normal stiffness ratio p-w ktw/knw
P 9 tangential-normal damping ratio p-p ηt/ηn
P 10 tangential-normal damping ratio p-w ηtw/ηnw
P 11 collision-DEM time-step ratio τcol/τdem
P 12 fluid equations tolerance (10 P12)
P 13 DEM-fluid grid interpolation width
so that the inlet velocity at the bottom of the bed (post-distributor) Upd

is spatially uniform and approximately corresponds to

Upd=Umf ¼ 1:3þ 0:7 sin 2πftð Þ ð18Þ

where Umf = 0.15 m/s is the minimum fluidization velocity of glass
beads. The thin 5.0×0.5 cm2 cross-sectional area accommodates
166,380 glass bead particles with static bed height of 3.8 cm. Design
and operation of the fluidized bed, including the porous steal plate,
particle properties and gas flow profile are chosen to produce repeat-
able, alternating bubbling patterns, such as those visualized through
images captured by a high-speed camera in Fig. 2. The relatively small
geometric setup and reasonable particle count makes this setup well
suited for both CFD-DEM simulations and laboratory experimentation.

All CFD-DEM simulations are conducted in 3D in order to resolve
wall effects in the span-wise direction and to ensure particle coordina-
tion profiles similar to those encountered in the experiments. The
spatial fluid-grid resolution is 1 mm (2.5 particle diameters) in all
dimensions and is based on grid resolution study of the geometry
shown in Fig. 1. We conducted simulations using 32×100×4 (coarse
grid), 50×160×5 (medium grid) and 64×200×6 (fine grid) cells and
Fig. 3 shows that differences in the medium and fine grid predictions
are small (compared to differences attributed directly to the choice of
model parameters, see Section 6). Governing equations for the
gas-phase are solved using the SIMPLE (Semi-Implicit Method for
Pressure Linked Equations) algorithm based on finite-volume formula-
tion. The forward Euler approach is used for time marching with
adaptive time stepping to maintain numerical stability, typically in the
range 10−6 − 10−3s. For the particle (DEM) phase, first-order time-in-
tegration is performed with sufficiently low time-step in order to
resolve particle collisions (this time-scale depends on both the normal
spring stiffness as well as the number of time-steps specified for resolv-
ing these collisions). Interphase drag forces are computed by interpolat-
ing the gas-phase velocity at particle locations using a second-order
Lagrange polynomial. Further details regarding the numerical proce-
dure can be found in [69, 86]. All simulations are conducted for 40s of
real time and output data is sampled at 50 Hz frequency, discarding
the first 10s for transient start-up effects. In order to accelerate the
computational speed, simulations are conducted in parallel and 40–80
cores are dedicated for each simulation.

5. Quantities of interest

Bakshi et al. [99] showed that solidsmixing is dependent on size and
spatial distributions of the bubbles. However, in the pulsating bed under
consideration, the bed dynamics are dominated by alternating bubble
rise and granular relaxation mechanisms as the superficial gas flow
ating fluidized beds. p-p and p-w represent particle-particle and particle-wall collision pa-

Range

Units Nominal Min. Max.

[N/m] 2.00 1.00 3.00
[N/m] 2.00 1.00 3.00
– 0.30 0.05 0.90
– 0.30 0.05 0.90
– 0.90 0.50 0.98
– 0.90 0.50 0.98
– 0.29 0.10 0.90
– 0.29 0.10 0.90
– 0.50 0.10 0.90
– 0.50 0.10 0.90
– 50 20 50
– −4.00 −6.00 −3.00
[dp] 2.00 1.00 2.50



Fig. 1. Schematic of the simulated fluidized bed. Inlet plenum gas flow is varied
sinusoidally with frequency f = 5 Hz. Spatial fluid-grid resolution is 1 mm
(=2.5×particle diameter) in all directions.
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oscillates sinusoidally between 2.0 Umf and 0.6 Umf. Therefore, several
Quantities of Interest (QoI): bubble diameter, bubble lateral location,
solid particle root mean square velocity and average bed height are se-
lected to appropriately represent the bubbling and solids dynamics in
the bed.

5.1. Bubbling dynamics

Bubble detection and tracking are carried out using the software
toolkit Multiphase-flow Statistics using 3D Detection and Tracking
Algorithm (MS3DATA). MS3DATA detects bubbles efficiently using
time-and spatially-resolved simulation data and tracks each bubble
based on its trajectory (history) as it rises through the bed. This toolkit
is based on MATLAB and can be applied to 2D and 3D fluidized bed
simulations. MS3DATA has been validated extensively in [65] and is
available open-source at [100].

For all simulations conducted in this study, bubbles are detected
using void fraction data along the central vertical axis of the thin
Fig. 2. Sample visualizations of alternating bubble patterns obtained in pulsating fluidization
images are recorded using a high-speed camera at 100 Hz.
rectangular setup (midway between the front and back walls). Thresh-
old for bubble detection εgb is 0.7 i.e. any pocket of gas with voidage
>εgb is classified as a bubble [101]. Subsequently, its diameter db is
calculated using its area Ab i.e. db ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4Ab=π
p

alongwith other properties
such as centroid coordinates, bounding box, aspect ratio and so on.
Bubbles smaller than 4 simulation grid cells (i.e. db<4mm) as well as
long, flat bubbles close to the distributor (voidage waves typically
spanning more than half the cross-section) are discarded. Finally, the
average diameter db is computed using bubble areas, i.e.

db ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiP

d2
b

nb

s
ð19Þ

where nb is the total number of bubbles detected. Similarly, average
distance of bubbles from the bed center xb is calculated using

xb ¼
P j xb j

nb
ð20Þ

where bubble lateral location xb ∈ [−W/2,W/2] (bed width W=5
cm). Therefore, relatively high values of xb denote the presence of
bubble close to the side walls and are indicative of alternating patterns
in bubble flow (verified visually).

5.2. Solids metrics

The particle rootmean square velocity vs, rms is calculated using the
kinetic energy of all particles in the entire bed i.e.

vs;rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2 KEt
mnp

s
where KEt ¼

Xnp

i

1
2
mv2i ð21Þ

where m is the mass and np is the total number of particles in the
system (= 166,380). Similarly, the average particle height hs is
computed using the potential energy of all particles and simplifies to

hs ¼
Xnp

i

hi=np ð22Þ
experiments of glass beds. The schematic for these experiments is as shown in Fig. 1 and

Image of &INS id=
Image of Fig. 1


Fig. 3. Effect of grid resolution on the QoIs. Fine grid corresponds to 64 × 200 × 6 cells,
medium grid corresponds to 50 × 160 × 5 cells and coarse grid corresponds to 32 × 100
× 4 cells. Error bars indicate standard deviation.
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Angular velocity is not considered in this study because rotational
energy of particles is insignificant compared to their kinetic energy.

6. Results and discussion

To assess the relative importance of all 13 parameters listed in Table
1, a design matrix with 20 replications was setup using PSUADE (each
replication consists of 14 samples). As an illustration, the first replica-
tion is presented in Table 2. 3D CFD-DEM simulations are conducted
Table 2
First replication in the designmatrix constructed usingMOAT sampling: the first sample is rand
eters P1\\P13 alongwith their ranges are defined in Table 1.

# P1 P2 P3 P4 P5 P6

1 2.33 1.00 0.33 0.05 0.66 0.98
2 2.33 1.00 0.33 0.05 0.66 0.98
3 2.33 1.00 0.33 0.05 0.66 0.98
4 2.33 1.00 0.33 0.05 0.66 0.66
5 2.33 1.00 0.90 0.05 0.66 0.66
6 2.33 1.00 0.90 0.05 0.66 0.66
7 2.33 1.00 0.90 0.05 0.66 0.66
8 2.33 1.00 0.90 0.05 0.66 0.66
9 2.33 1.00 0.90 0.05 0.66 0.66
10 2.33 1.00 0.90 0.62 0.66 0.66
11 2.33 2.33 0.90 0.62 0.66 0.66
12 1.00 2.33 0.90 0.62 0.66 0.66
13 1.00 2.33 0.90 0.62 0.66 0.66
14 1.00 2.33 0.90 0.62 0.98 0.66
at every sampled point in the parametric space, one replication at a
time until statistical convergence is achieved (Section 6.2). Every simu-
lation is conducted for 40s of real time, field data is sampled at 50 Hz
frequency and all four QoIs (Section 5) are evaluated over the last 30s.
Although a rule of thumb for MOAT analysis is that 10 replications
ensure statistical convergence, it is important to note that the required
number of samples for any sensitivity analysis is application-specific
and depends on the complexity of interactions between the parameters
considered. A 20 replication design matrix, therefore, allowed for
numerical experimentation until statistical convergence was obtained
and avoided redundancies in sampling space (for the current system,
14 replications are deemed sufficient, see Section 6.2).

For model parameters at their nominal values, Fig. 4 shows typical
alternating patterns in bubble flow observed in CFD-DEM simulations:
a bubble erupts close to the left wall at phase ϕ1 = 0.8π and in the
subsequent cycle (i.e. ϕ2 = ϕ1 + 2π), a similar-sized bubble erupts in
vicinity of the right wall. Note that ϕ corresponds to the phase of
plenum inlet gas flow and the phase-lag of bubble formation (approxi-
mately 1.0− 1.5π for all cases) corresponds to the residence time for
gas-flow through the plenum and porous distributor. Meanwhile,
pattern formation is strongly dependent on the choice of model param-
eters. Instantaneous visualizations of simulations conducted at four
samples in the parametric space (picked from thefirst four replications)
are shown in Fig. 5, and clearly demonstrate significant differences in
bubble size and spatial distributions arising from the choices of
CFD-DEM model parameters. For instance, in runs 15 and 29, bubbles
decay rapidly, while run 43 shows large bubbles rising predominantly
through the bed center. These observations are consistent with Fig. 6,
which shows detailed phase-dependent statistics averaged over the

last 30s. While runs 1 and 43 show similar sized bubbles (db within
8%), the former has significantly higher bubble flow (bubble count nb

is 1.5× higher) which propels faster solids mixing (high rms velocity)
as well as higher average bed height because particles are driven
upwards as bubbles rise. Overall, these differences in bubbling regimes,
their transition, and the expansion and relaxation of bulk solids are
attributed directly to the choice ofmodel parameters. Identifying critical
particle-scale interactionswhich affect bubble formation and patterns is
key towards unraveling the complexity of gas-solid pulsating fluidiza-
tion and is only possible through multivariate sensitivity analysis.
6.1. Time averaging

Fig. 7 shows comparison of bubbling and solids dynamic metrics
computed using different time-averaging windows. All statistics are
phase- and spatially- averaged. For all simulations, patterns are
established within 5–10s, corresponding to 25–50 sinusoidal cycles of
omly selected and subsequent samples are obtained changing one factor at a time. Param-

P7 P8 P9 P10 P11 P12 P13

0.63 0.10 0.90 0.63 30 −3.0 0.80
0.63 0.10 0.90 0.63 50 −3.0 0.80
0.63 0.63 0.90 0.63 50 −3.0 0.80
0.63 0.63 0.90 0.63 50 −3.0 0.80
0.63 0.63 0.90 0.63 50 −3.0 0.80
0.10 0.63 0.90 0.63 50 −3.0 0.80
0.10 0.63 0.90 0.63 50 −3.0 0.40
0.10 0.63 0.37 0.63 50 −3.0 0.40
0.10 0.63 0.37 0.63 50 −5.0 0.40
0.10 0.63 0.37 0.63 50 −5.0 0.40
0.10 0.63 0.37 0.63 50 −5.0 0.40
0.10 0.63 0.37 0.63 50 −5.0 0.40
0.10 0.63 0.37 0.10 50 −5.0 0.40
0.10 0.63 0.37 0.10 50 −5.0 0.40

Image of Fig. 3


Fig. 4.Visualizations of bubble patterns in 3D CFD-DEMsimulations of the pulsating fluidization of 0.4mmglass beads.ϕ corresponds to phase of plenum inlet gas flowUin=3.4+ 1.8 sin
(2πft) where frequency f = 5 Hz. Model parameters are set at their nominal values (Table 1).
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inlet gas flow. These transient start-up effects are also reflected through
time-averaging in Fig. 7. Meanwhile, standard deviations in these QoI
are invariant to the choice of time-averaging window and their high
values (upto 50%) are not surprising because all metrics are averaged
over phase and space. Nevertheless, all QoIs show convergence as the
time-averaging window is increased from 10–20s to 10–40s and any
variations are insignificant compared to differences arising from the
choices of model parameters for these simulations. Thus, all simulation
data recorded for the first 10s is discarded and only the last 30s are
considered for MOAT screening analysis.

It is noteworthy that even though the average bubble diameters in
simulation runs 1 and 43 are similar (within 8%), their lateral locations
are significantly different: on average, bubbles in simulation run 43 are
much closer to the bed center (xb ¼ 1:10cm) than those in run 1 (xb ¼ 1
:56cm). Conversely, other simulations not presented here show compa-
rable lateral locations of bubbles but disparate diameters and/or particle
velocities. These observations corroborate the need for multiple, inde-
pendent QoIs for comprehensive sensitivity analysis.

6.2. MOAT analysis

MOAT analysis uses modified means μ∗ and standard deviation σ of
gradients as sensitivity metrics for identifying critical parameters.
Since this method relies on random sampling, it is essential to ensure
that the parametric space is sufficiently sampled and captures all non-
linear and coupled interactions. Sample independence for MOAT analy-
sis is checked by observing the convergence of parametric rankingwith
increasing replications. This procedure is presented for the average
bubble diameter in Fig. 8. First, CFD-DEM simulations are conducted
for the first r = 8 replications (i.e. 112 simulations) and importance
ranking of parameters is established using the MOAT metric μ∗. In this
case, it is evident that the inter-particle normal restitution P5, friction
P3, tangential-normal damping ratio P9 and particle-wall normal resti-
tution P6 have the strongest influence on bubble sizes. As more replica-
tions are simulated (r = 10, 12 and 14), the top four significant
parameters converge and the fifth ranked parameter, particle-wall fric-
tion P4 is significantly less influential (>4×difference in μ∗) as compared
to P3. In general, minimum sample size requirements of MOAT analysis
depend strongly on the system complexity as well as QoI under investi-
gation, although rule of thumb estimates recommend at least 10 replica-
tions [71]. In this study, for all QoIs investigated, sensitive parameters
are identified within 8 replications (112 simulations), while their rank-
ings converge after 12 replications. Thus, all statistics presented hereaf-
ter are based on data from 14 replications (196 simulations).

Fig. 9 shows modified means μ∗ (overall influence) and standard
deviation σ (interaction effects) of gradients. The closer parameters
are to the top right corner, the more influence they have on QoIs.
Fig. 9 shows that although all four QoIs are sensitive to P5, P3, P9 and
P6, there are other uncertain parameters with varying degrees of rank-
ing that can effect the gas-phase and solids hydrodynamics. As an exam-
ple, P1, P4 have comparable influence on solids velocities as P9, although
the effect on other QoIs is not as prominent. Meanwhile, the predicted
hydrodynamics are relatively insensitive to the tangential-normal
spring stiffness ratios (P7 and P8), wall parameters (barring P6) and
model-specific numerical parameters P11\\P13. Thus, these parameters
can be estimated safely based on commonly accepted guidelines. It is
important to note that MOAT sensitivity analysis is comparative (i.e. a
parameter's importance is gauged relative to the most sensitive ones)

Image of Fig. 4


Fig. 5. Bubbling dynamics (overlayedwith particle velocity vectors) predicted along the central vertical slice in 3D CFD-DEM simulations. Simulation runs 1, 15, 29 and 43 are picked from
thefirst four replications forMOAT analysis and keymodel parameters for each simulation are listed on the right.ϕ corresponds to phase of plenum inlet gas flowUin=3.4+ 1.8 sin (2πft)
where frequency f = 5 Hz.
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and rankings are specific to parametric ranges considered (Table 1). In
the following sections, the impact of critical contact parameters identi-
fied using MOAT analysis, i.e. normal spring stiffness, friction, normal
restitution and tangential-normal damping ratio, is investigated in
more detail.

6.3. Normal spring stiffness

The choice of normal spring stiffness kn is critical for the computa-
tional tractability of CFD-DEM simulations because the time-step for

particle motion is inversely proportional to P11

ffiffiffiffiffi
kn

p
. Indeed, Fig. 10

shows that simulations employing kn=10 N/m are almost 5× faster
than those with kn=1000 N/m. Therefore, low values of kn are popu-
larly employed in CFD-DEM studies, even though material properties
prescribe values in the range 10 6-10 7 N/m. In Fig. 11, the variation in
QoIs: bubble diameter and solid rms velocity, is presented, segregating
all simulation data points based on their normal spring stiffness (10.0,
46.4, 215.4 and 1000.0 N/m). Fig. 11 shows no visible influence of kn
on bubble diameter predictions, which is consistent with its low impor-
tance rank in Fig. 9a as well as previous observations in literature
[41–43]. However, particle velocities show significantly high scatter at
kn = 10 N/m. This is because at exceedingly low values of spring stiff-
ness (such as kn=10 N/m), unphysically high particle contact times
and deformations are permitted, both factors amplifying the impact of
other contact parameters significantly.

In order to isolate the impact of kn, we conducted additional simula-
tions with all model parameters at their nominal values in Table 1,
except kn which is varied from 10 to 1000 N/m. Consistent with obser-
vations in Fig. 11, Fig. 12 shows that most metrics are insensitive to its
choice, but particle velocities increase by almost 25% as kn is reduced
from 1000 to 10 N/m. This apparent discrepancy can be explained
using detailed statistics presented in Figs. 13 and 14.In Fig. 13, the distri-
bution of contact deformations is constructed using particle location
data from 10 randomly selected time-instances and clearly show

Image of Fig. 5


Fig. 7. Impact of time-averaging window on bubbling dynamics in 3D CFD-DEM
simulations presented in Fig. 5. Full lines correspond to average values (left y-axis) and
dashed lines correspond to standard deviations (right y-axis). All statistics are phase-
and space-averaged.

Fig. 6. Phase-dependent variation of bubbling and solids dynamicmetrics in 3D CFD-DEM
simulations presented in Fig. 5. All statistics are time- and space-averaged over 10s - 40s
and ϕ corresponds to phase of plenum inlet gas flow Uin = 3.4 + 1.8 sin (2πft) where
frequency f = 5 Hz.
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increase in particle overlaps as kn is reduced; for kn=1000 N/m, all
deformations are within 1% of particle radius while for kn=10 N/m,
almost 0.1% contacts correspond to unphysically high deformations
(>5%). This has severe implications particularly within the dense
phase because high permitted deformations result in solids over-pack-
ing. Fig. 14 shows that during typical instances of bubble rise in simula-
tions employing kn=10 N/m, majority of the dense phase has solids
packing fraction higher than 0.62 (voidage of 0.38), while values in
excess of 0.70 are not uncommon. Such compaction is physically
unreasonable, considering that random loose packing of monodisperse
spheres is typically 0.60 [102]. This over-compaction of the dense
phase reduces its permeability for gas-flow which promotes faster
bubble rise [101], analogous to the observation of fast bubbles in the
fluidization of Geldart A particles (verified through visualizations, but
accurate quantification is difficult because of significant deformations
as bubbles form and rise in shallow beds). Consequently, faster bubbles
drive faster solids mixing [99], explaining the observation of higher
particle rms velocities at lower kn.

6.3.1. kn-independent solution
To check dependence of hydrodynamic predictions on kn when

relatively high values are chosen, additional MOAT analysis is
conducted using the top six parameters identified in Fig. 9: restitution
coefficients P5 (p-p: particle-particle) and P6 (p-w: particle-wall),
friction coefficients P3 (p-p) and P4 (p-w), tangential-normal damping
ratio P9 (p-p) and normal spring stiffness P1 (p-p). For this analysis, kn
which is chosen in the range [100, 1000] N/m (i.e. exceedingly low
values of kn are not considered) while ranges for P3\\P6, P9 are identical
to those considered in Fig. 9 and all othermodel parameters are selected
at their nominal values in Table 1. Fig. 15 shows modified means and
standard deviations based on r = 10 replications (7 simulations per
replication). Parametric sensitivities differ considerably from those
presented in Fig. 9: for instance, Fig. 15 shows that bubble sizes are af-
fected predominantly by the choice of normal restitution, unlike Fig. 9
which shows comparable influence of friction and tangential-normal
damping ratio. More notably, the influence of normal spring stiffness
is insignificant (order of magnitude of μ∗ is lower than that for most
critical parameters), which suggests that its precise value is not crucial
within the considered range. This is consistent with observations in
literature suggesting that beyond a critical value, the choice of kn has
no impact on the predicted hydrodynamics, and is explained in more
detail below.

6.3.2. Optimal choice of normal spring stiffness
Most guidelines on the choice of spring stiffness are based on

particle-overlap and impact velocity considerations in a binary collision
(e.g. [32, 93]), but do not account for macroscopic (bubbling/cluster)
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Fig. 8.MOAT sensitivity analysis of average bubble diameter in 3D CFD-DEM simulations. Input model parameters P 1…P13 (Table 1) are ranked in order of decreasing sensitivity. One
replication corresponds to 14 simulations and increasing replications (r=8, 10, 12 and 14) are considered for demonstrating statistical convergence.

530 A. Bakshi et al. / Powder Technology 338 (2018) 519–537
dynamics. These guidelines are likely to be over-stringent for many gas-
solid flow applicationswhere inter-phasemomentum exchange and re-
actor-scale transport significantly influence particle coordination and
contact times. In order to determine the optimal choice of kn, the ratio
of particle relaxation and collision time-scales is considered below.
Fig. 9. MOAT sensitivity analysis of all quantities of interest in 3D CFD-DEM simulations,
using r = 14 replications. Input model parameters P1…P13 (Table 1) are ranked based
on modified means and standard deviations of gradients and those closer to top-right
corner have higher sensitivities.
Assuming the free-fall of a particle under solids pressure Ps over
distance dp, the particle relaxation (inertia) time-scale is

tp ¼ dpffiffiffiffiffiffiffiffiffiffiffiffi
Ps=ρp

q ð23Þ

where dp and ρp are the particle diameter and density, respectively.
Close to bubble boundaries, particle collisions dominate over enduring
contacts and the kinetic theory of granular flow [68] is applicable, so
that

Ps ¼ ρsθs 1þ 2 1þ enð Þg0εsð Þ ð24Þ

g0 ¼ 1−
εs

εs; max

� �1=3
 !−1

where εs is the solids volume fraction and g0 is the radial distribution
function. θs is the local granular temperature and since θs~vs2 [68],
Eq. (23) can be simplified to

tp ¼ dp
vs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 1þ enð Þg0εs

p ð25Þ

Using the collision time-scale tcol in Eq. (8), the ratio tcol/tp for mono-
disperse spheres is

t
e
col ¼

tcol
tp

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
πdpρp

12

s0@ 1A
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 þ ln2en

kn

s0@ 1A
2

vs
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 1þ enð Þg0εs

p� �
3

ð26Þ

which is dependent on particle properties ( )1, contact parameters

( )2 and local flow dynamics ( )3. In reality, tecol << 1 (because kn=10
6-10 7 N/m, based on material properties) which suggests that contact
time-scale between any two particles is decoupled from their reactor-

scale transport. However, if the choice of knis such that tecol � Oð1Þ, par-
ticle contacts are permitted to be ‘sticky’ (relative to flow time-scales)
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Fig. 10. (left) MOAT sensitivity analysis of computational cost of 3D CFD-DEM simulations. Input model parameters P1…P13 (Table 1) are ranked in order of decreasing sensitivity. (right)
Dependence of computational cost on inter-particle normal spring stiffness kn. Red circles correspond to 3D CFD-DEM simulation data points and error bars represent standard deviation.
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and, therefore, the accuracy of predicted hydrodynamics is compro-
mised. For particles investigated in this system (dp=0.4 mm, ρp=
2500 kg/m 3) with contacts characterized by nominal restitution en =
0.9, the dependence of kn on particle velocity vs is presented in Fig. 16,
for t̃col=0.1. This calculation suggests that, as the flow-time scale de-
creases (vs increases), kn must be raised in order to further reduce the
collision time between particles. Based on typical solids velocities 10–
30 cm/s observed in our pulsating bed simulations, this analysis clearly
demonstrates that (a) choosing kn=10 N/m will result in ‘sticky’ con-
tacts (relative to flow time-scales) and (b) kn>100 N/m will ensure
that particle contacts are sufficiently decoupled from bulk solids trans-
port (and its precise value thereafter does not matter). Both observa-
tions are consistent with analysis presented earlier in this section.
Note that calculations in Fig. 16 are based on solids volume fraction
εs=0.3 in order to investigate the flow-field in the vicinity of bubbles.

Overall, time-scale analysis discussed in this section is valuable for
choosing optimal values of kn so that computations are feasible (which
is not possible using kn=10 6-10 7 N/m), yet do not permit artificially
high contact times which could alter macro-scale dynamics (as with
kn=10 N/m in this study). Further, this analysis can be easily extended
to determine kn in CFD-DEM simulations of circulating fluidized beds
(where cluster relaxation dynamics may be important) as well as for
modeling more complex phenomena such as adhesion, heat transfer
and so on accurately (by accounting for respective time-scales).

6.4. Coupling of dissipation parameters

In this section, we investigate the coupled influence of critical dissi-
pation parameters: normal restitution, friction coefficient and tangen-
tial-normal damping ratio using reactor-scale hydrodynamic
Fig. 11. Dependence of (a) average bubble diameter and (b) particle root mean square
velocity on inter-particle normal spring stiffness kn. Red circles correspond to 3D
CFD-DEM simulation data points presented in Section 6.2 and error bars represent
standard deviation.
predictions as well as detailed statistics of particle distribution and
flowdynamics.While the dependence of fluidizationmetrics on restitu-
tion and friction coefficients is generally well-recognized, we show that
these sensitivities strongly hinge on the relative choices of these param-
eters. Similarly, the tangential-normal damping ratio has received
considerably less attention in CFD-DEM literature, although Figs. 9 and
15 clearly demonstrate its importance to hydrodynamic predictions.
6.4.1. Friction and normal restitution
Fig. 17 shows that both the particle rms velocity and average height

increasewith bubble size. This is because larger bubbles rise faster, lead-
ing to faster solids upflow in their nose and wake regions and faster
downflow along the lateral edges as bubbles burst into the freeboard
[99]. Fig. 18 shows the combined influence of inter-particle friction
and normal restitution coefficients. When particle contacts are
near-ideal (i.e. low friction and/or high restitution), the average bubble
size, particle rms velocity and average height increase because signifi-
cantly lower energy is dissipated on particle contacts. On the other
hand, highly dissipative contacts result in the rapid decay of bubbles
and the bed simply expands and collapses without the propagation of
bubbles. These trends are consistent with results reported in literature.
However, sensitivity to any parameter hinges on the choice of other
Fig. 12. Dependence of bubbling and solids dynamic metrics on inter-particle normal
spring stiffness kn in 3D CFD-DEM simulations. All input model parameters are set on
their nominal values listed in Table 1, except kn which is varied over 10–1000 N/m.
Error bars represent standard deviation.

Image of &INS id=
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Fig. 13.Dependence of deformation profiles of contacting particles on normal spring stiffness kn (in legend). Statistics are computed using 10 randomly selected time-instances in 3D CFD-
DEM simulations presented in Fig. 12.
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dissipation parameters. For instance, results are significantly sensitive to
en when μ=0.05 (e.g. rms velocity drops by almost 40% when en is
reduced from 0.98 to 0.50), and are relatively insensitive when high
values of μ are chosen (e.g. rms velocity decreases by 10% at μ ≥ 0.5).
Similar observations can be made about sensitivities to friction at low
and high normal restitutions. Meanwhile, bubble lateral locations are
indicative of alternating bubbling patterns (such as visualizations
shown in Fig. 4) because higher values of xb indicate bubbles in proxim-
ity of the side walls. Fig. 18 shows non-monotonic dependence of xb on
friction and normal restitution: low dissipation parameters (μ= 0.05
and en ≥ 0.8) result in the formation of large bubbles which rise
predominantly through the bed center, while the combination μ ≥ 0.50
and en < 0.8 causes bubbles to decay rapidly. Thus, alternating bubble
pattern is stable only under slightly inelastic/frictional particle contacts
and ceases to exist at either extremes of the contact dissipation
spectrum (also shown in Fig. 19). The stability of patterns and their
correlation with particle energy will be analyzed in detail in future
studies.
6.4.2. Friction and tangential damping
To examine the interplay between friction and tangential damping,

we conducted a series of simulations varying μ∈ [0.2, 0.4] and ηt/ηn∈
[0.1,0.9], with all model parameters kept at their nominal values
(Table 1). Note that the normal damping coefficient ηn is identical for
all simulations because kn and en are fixed at 100 N/m and 0.9, respec-
tively (see Eq. (10)). Statistics from these simulations are presented in
Fig. 20 and all simulations predict bubble patterns and QoI (diameter,
x-location) similar to the base case (μ=0.3, ηt/ηn = 0.5). Careful exam-
ination of the particle dynamics, however, reveals interesting insights
into the coupling of friction and tangential-normal damping ratio. We
Fig. 14. Distribution of void fraction (with contours) at typical instants of bubbling in 3D
CFD-DEM simulations with inter-particle normal spring stiffness kn= 10 and 1000 N/m.
All other parameters are set at their nominal values in Table 1.
performeddetailed calculations of particle location and velocity data ex-
tracted from 10 randomly-selected time instants, and segregated statis-
tics in different sections of the bed. Fig. 21 presents the particle rms
velocities, average coordination numbers and slip velocities and their
dependence on local void fraction. For the ith particle, the coordination
number Nc

i is the number of particles it is in contact with, while its aver-
age slip velocity Vs, slip

i is given by

Vi
s;slip ¼ 1

Ni
c

XNp

j

j V i−V j j δij and Ni
c ¼

XNp

j

δij ð27Þ

where δij ¼ 1; if j Xi−X j j < dp and i≠ j
0; otherwise

�

Fig. 21 shows that as voidage increases, the average coordination
number first decreases as particle packing decreases, and then increases
indicating the formation of small clusters as particles accelerate/rain
down inside rising bubbles. Meanwhile, the average particle slip
Fig. 15. MOAT sensitivity analysis of top 6 parameters identified in Fig. 9, using r= 10
replications. Normal spring stiffness kn∈ [100,1000] N/m while ranges for all other input
parameters are as listed in Table 1. Parameters are ranked based on modified means and
standard deviations of gradients and those closer to top-right corner have higher
sensitivities.
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Fig. 16. Dependence of normal spring stiffness kn on particle velocity vs based on
comparison of particle collision tcol and relaxation tp time scales (Eq. (25)).

Fig. 18. Dependence of bubbling and particle dynamic metrics on inter-particle normal
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velocity varies inversely with the coordination number which is
expected because increasing particle contacts result in higher dissipa-
tive interactions, thereby, reducing the former.

Fig. 21 also demonstrates that in highly dense areas of the bed
(εg < 0.6): (a) particle rms velocities increase at higher voidage because
of lower coordination; and (b) the sensitivity of dynamics to changes in
μ and ηt/ηn are minimal because particles are closely packed and their
dynamics are dependent largely on the bulk (expansion and relaxation)
solids motion [99]. More importantly, in areas occupied by bubbles,
distinct differences are seen: simulations with relatively high dissipa-
tion parameters (μ=0.3, ηt/ηn=0.9 and μ=0.4, ηt/ηn=0.5) have signifi-
cantly lower particle rms velocities as compared to the others. This
observation can be explained by examining the average coordination
numbers and particle slip velocities within dilute pockets of the bed
(εg ∈ [0.7,0.9]) as presented in Fig. 22. Here, the x-axis is scaled as
μ.ηt/ηn which represents the product of frictional and tangential spring
forces, both non-dimensionalized by the normal spring force. Fig. 22
distinctly demonstrates that as μ or ηt/ηn are increased, particle coordi-
nation increases and their slip velocities reduce, both observations
suggesting the higher tendency of particles to cluster.

Meanwhile, slip velocity statistics presented in Fig. 23 demonstrate
the coupled influence of friction coefficient and tangential-normal
damping ratio on average slip velocities: at ηt/ηn = 0.1, slip velocities
decrease by almost 50% (from 1.59 cm/s to 0.85 cm/s) as μ increases
from 0.2 to 0.4 (similar observation when ηt/ηn is increased from 0.1
to 0.9, at μ=0.2). This is unlike the case at ηt/ηn = 0.9, where average
slip velocities are relatively low (0.6–0.7 cm/s) and are insensitive to
Fig. 17. Dependence of particle rms velocity and average height on average bubble
diameter. Red circles correspond to 3D CFD-DEM simulation data points presented in
Section 6.2 and error bars represent standard deviation.

restitution en and friction μ. Red circles correspond to 3D CFD-DEM simulation data
points presented in Section 6.2 (except those which employ kn = 10 N/m) and error
bars represent standard deviation.
the choice of μ. Thus, similar to the coupled influence of normal restitu-
tion and friction on bubbling dynamics (Section 6.4.1), the sensitivity of
particle dynamics to friction μ hinges on the choice of ηt/ηn. Based on
observations in Figs. 22 and 23 it follows that as ηt/ηn is increased,
particles dissipate higher tangential momentum on contact, reducing
their slip velocities and making the choice of μ less relevant. Similarly,
the reverse sensitivity is also true: simulations are significantly more
sensitive to ηt/ηn when dissipation through other sources (friction and
normal restitution coefficients) is minimal.

Overall, the analysis conducted in this section elucidates the coupled
influence of friction and tangential damping, even though these model
parameters operate in different ways mechanistically: friction acts as a
switch for sliding/no-sliding of particles (and, therefore, alters the
tangential spring force in Eq. (11), while the latter is a direct sink for
tangential momentum as particles contact. This couplingmakes param-
eter estimation and model calibration extremely challenging. However,
observations in Figs. 21–23 suggest that particle velocitymeasurements
under conditions of dilute solids loading could provide suitable datasets
for validatingmodels for tangential damping andwill be investigated in
subsequent studies.
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Fig. 19. Average diameter db and lateral distance of bubbles from bed center xb for
pulsating bed simulations. en and μ are the normal restitution and friction coefficients,
respectively. Larger values of xb indicate higher likelihood of bubbling patterns.

Fig. 20. Bubble statistics (diameter and x-location) in simulationswith different choices of
inter-particle friction μ and tangential-normal damping ratio ηt/ηn. All other input model
parameters are set at their nominal values prescribed in Table 1. Error bars represent
standard deviation.

Fig. 21. Particle rms and average slip velocities (solid lines) (a) at constant friction coefficient μ
ηn=0.5 and μ=0.2, 0.3 and 0.4. Average particle coordination numbers (dashed line) are plotted
are chosen at their nominal values in Table 1 and statistics are computed using particle locatio
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7. Conclusion

CFD-DEM simulations are employed in awide range ofmultiphysics,
multiscale applications for the fundamental investigation of particle-
scale phenomena as well as for the development and validation of
reduced fidelity models. There is considerable uncertainty in the
selection of model parameters because experimental measurements
are largely restricted to binary normal collisions of particles. In this
study, we employ multivariate sensitivity analysis to identify critical
model parameters in the CFD-DEM simulations of fluidized beds and
quantify their impact on gas-solid flow hydrodynamics. Towards this
end, a total of 13 model (and model-specific numerical) parameters
are identified based on a survey of existing literature and feedback
from domain experts. Next, a sampling design matrix is constructed
based on the Morris-One-At-a-Time (MOAT) approach and 3D
CFD-DEM simulations are conducted for the application to a pulsating
fluidized bed. Based on detailed bubble and particle dynamics metrics
from 250+ simulations, we identify the normal spring-stiffness, normal
restitution, friction and tangential damping coefficients as the key
parameters impacting fluidization hydrodynamics. Next, we quantify
their coupled impact and investigate fundamentally the mechanism
through which these critical parameters impact hydrodynamic predic-
tions, usingdetailed statistics of particle distribution andflowdynamics.

In order to increase the computational time-step (and hence, speed-
up simulations), low values of normal spring stiffness kn are popularly
employed, even though material properties prescribe values in the
range 10 6-10 7 N/m.While choosing kn as low as 10 N/m has no visible
impact on bubble size and spatial distributions (in the shallow bed
simulations conducted in this study), simulations show significant
impact on particle dynamics. This is because unrealistically high particle
deformations (>10% of particle radius) are permitted at exceedingly
low kn. Unphysically high compaction of the dense-phase results in
faster bubble flow and solids mixing around bubbles. Based on these
observations, a working expression for optimally choosing kn is
proposed which ensures that the time-scale for particle contacts is
sufficiently decoupled from granular relaxation (flow) time-scales, as
bubbles rise. For the dense fluidization of glass beads considered in
this study, we show that the choice of kn=100 N/m satisfies this crite-
rion and ensures that almost all particle contacts have acceptable
(<1%) deformation. The proposed correlation is dependent on particle
=0.3 and tangential-normal damping ratio ηt/ηn=0.1, 0.5 and 0.9, and (b) at constant ηt/
for the simulation employing μ=0.3 and ηt/ηn=0.5. All other CFD-DEMmodel parameters
n and velocity data from 10 randomly-selected time-instants.

Image of Fig. 19
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Fig. 23. Dependence of average particle slip velocity on the choice of friction coefficient μ
and tangential-normal damping ratio ηt/ηn, in dilute pockets of the bed εg ∈ [0.7,0.9]. All
other CFD-DEM model parameters are chosen at their nominal values in Table 1 and
statistics are computed using particle location and velocity data from 10 randomly-
selected time-instants.

Fig. 22. Average coordination numbers (blue filled circles) and particle slip velocities
(black hollow squares) in dilute pockets of the bed εg ∈ [0.7,0.9] computed in all
simulations with friction coefficient μ=0.2, 0.3 and 0.4 and tangential-normal damping
ratio ηt/ηn=0.1, 0.5 and 0.9. All other CFD-DEM model parameters are chosen at their
nominal values in Table 1 and statistics are computed using particle location and
velocity data from 10 randomly-selected time-instants.
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properties, contact parameters and local flowdynamics (solids distribu-
tion and velocity) around bubbles, and the framework can be extended
easily to other applications of CFD-DEM simulations.

Next, we show that the influence of dissipation parameters is
strongly coupled. For instance, as the normal restitution coefficient is
increased, larger bubbles and higher particle velocities are observed
because less energy is dissipated during particle contacts. However,
this sensitivity decreases as the inter-particle friction is raised. Similarly,
friction plays a much more prominent role at higher values of normal
restitution. On the other hand, tangential damping could significantly
influence particle dynamics: detailed flow-field statistics clearly
demonstrate that in dilute regions of the bed, both friction and tangen-
tial damping have comparable influence on particle coordination, slip
velocities and overall dynamics. Overall, the combination of these
dissipation parameters affects the stability of bubble patterns in pulsat-
ing beds: patterns break down in simulations where: (a) particle
collisions are almost-elastic (large bubbles rise predominantly through
the bed center) or (b) contact parameters are very dissipative causing
bubbles to decay rapidly after formation.

This is one of the first studies where large-scale parametric analysis
is conducted to investigate several CFD-DEM model parameters simul-
taneously; in total, 250+ 3D simulations are conducted with almost
170,000 glass particles each. Our observations strongly suggest that
comprehensive sensitivity analysis of dynamic systems such asfluidized
beds is only possible if (a) all relevantmodel parameters are considered
in a quantitative manner through methods like Morris-One-At-A-Time
(MOAT) screening, so that the analysis is not susceptible to bias with
respect to fixed choices of other parameters, and (b) multiple, indepen-
dent dynamic metrics are considered, in order to ensure that the
underlying physics are completely characterized. Findings in this
study provide important guidelines for the selection of model parame-
ters as well as for the design of experiments to validate them. Although
focused on bubble pattern formation in a small-scale pulsating fluidized
beds, it is likely that conclusions drawn from this study are applicable to
larger-scale simulations of granular, freely bubbling and/or other
gas-solid systems which exhibit similar underlying particle collision
dynamics and their coupling with reactor-scale flow heterogeneities.
More importantly, the statistical framework developed here for screen-
ing and analysis of computationally expensive simulations provides a
robust strategy for the fundamental investigation of other particle-
scale phenomena (such as cohesion, adhesion, sintering, liquid bridging
and so on) as well as for simulation-based reactor design and
optimization.
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